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1	Introduction
In the previous RAN3 meetings, a new procedure is agreed to transfer at least the predicted resource status over Xn interface. In this paper, we further discuss the relevant issues. 

2	Discussion
2.1 Prediction Accuracy
In the scenario that a NG-RAN node requests its neighbour NG-RAN node to provide a prediction information over the Xn interface, we believe it is also beneficial for the requesting NG-RAN node to understand if the prediction information, that it has received, is accurate or how accurate is it. Such that the requesting NG-RAN node could make use of the prediction result in different ways (e.g., considered it of less weight for the final handover decision) and may stop requesting the prediction information if the prediction accuracy is unacceptable. 
[bookmark: _Toc118210264][bookmark: _Toc118210769][bookmark: _Toc118210799][bookmark: _Toc118449736][bookmark: _Toc118450275][bookmark: _Toc127435641][bookmark: _Toc127436223][bookmark: _Toc131753090]RAN3 agrees it is benefitial for a requesting NG-RAN node to understand the accuracy of received prediction information. 

In our observation, so far there are three options on the table for a requesting NG-RAN node to understand the accuracy of received prediction information. In the rest of paper, we try to analyse the potential specification impact of them.
· Option 1: required prediction accuracy in prediction request
· Option 2: prediction accuracy in prediction report
· Option 3: via requesting actual measurement


[bookmark: _Toc118450133][bookmark: _Toc131753091]RAN3 discusses the pros/cons and down select from the following options for a requesting NG-RAN node to understand the accuracy of received prediction information
a. [bookmark: _Toc118450134][bookmark: _Toc131753092]Option 1: required prediction accuracy in prediction request
b. [bookmark: _Toc118450135][bookmark: _Toc131753093]Option 2: prediction accuracy in prediction report
c. [bookmark: _Toc118450136][bookmark: _Toc131753094]Option 3: via requesting actual measurement


Option 1: required prediction accuracy in prediction request
In option 1, the requesting NG-RAN node can indicate the required prediction accuracy in the prediction request message. After receiving the prediction request message, the neighbour NG-RAN node shall determine if the required prediction accuracy can be fulfilled by using the available AI/ML model. 
In our understanding, after an AI/ML model for prediction is trained, validated, and tested, what prediction accuracy can be achieved by using this AI/ML model can be roughly known based on the training/validation/test data set. 
Then, the neighbour NG-RAN node will send response message to the prediction request only if the required prediction accuracy can be fulfilled. Otherwise, the neighbour NG-RAN node will send a failure message after receiving the prediction request message but cannot fulfil the required prediction accuracy. 

[bookmark: _Toc118210265][bookmark: _Toc118210770][bookmark: _Toc118210800][bookmark: _Toc118449737][bookmark: _Toc118450276][bookmark: _Toc127435642][bookmark: _Toc127436224][bookmark: _Toc127436377][bookmark: _Toc127517332][bookmark: _Toc130981499][bookmark: _Toc131753083]After an AI/ML model for prediction is trained, validated, and tested, what prediction accuracy can be achieved by using this AI/ML model can be roughly known based on the training/validation/test data set

Option 1 seems an easy and logical way. In a large part, option 1 can avoid the neighbour NG-RAN node providing prediction information with prediction accuracy does not meet the requirement. In this sense, option 1 can save the unnecessary effort from both NG-RAN nodes. Besides, option 1 does not require the neighbour NG-RAN node to explicitly indicate the achievable prediction accuracy, which could be considered as one sensitive capability.
On the other hand, how to represent/code the required accuracy is tricky considering different types of prediction information. Typically, the accuracy of a classification prediction (“what is it”) can be represented by a likelihood value in percentage, e.g., the predicted next cell is 80% likely to be true. The accuracy of a value prediction (“how much is it”) can be represented by an error value and a confidence value that represents a range of values that are likely to contain the true value, e.g., very likely (95%) the predicted number of UEs will be in the range of 100~200. 
[bookmark: _Toc118210266][bookmark: _Toc118210771][bookmark: _Toc118210801][bookmark: _Toc118449738][bookmark: _Toc118450277][bookmark: _Toc127435643][bookmark: _Toc127436225][bookmark: _Toc127436378][bookmark: _Toc127517333][bookmark: _Toc130981500][bookmark: _Toc131753084]The accuracy of a classification prediction can be represented by a likelihood value, e.g., in percentage.
[bookmark: _Toc118210267][bookmark: _Toc118210772][bookmark: _Toc118210802][bookmark: _Toc118449739][bookmark: _Toc118450278][bookmark: _Toc127435644][bookmark: _Toc127436226][bookmark: _Toc127436379][bookmark: _Toc127517334][bookmark: _Toc130981501][bookmark: _Toc131753085]The accuracy of a value prediction can be represented by an error value and a confidence value, e.g., a range of values that are likely to contain the true value. 

Actually, we noticed the similar procedure supported in the positioning LPP procedure. When LMF requests the location estimation from UE, LMF can indicate the required estimation accuracy in the LPP Request Location Information, wherein the required accuracy is represented by an accuracy value (equivalent as error value) and a confidence value. 
	TS 38.305
[image: ]
Figure 8.1.3.3.1-1: LMF-initiated Location Information Transfer Procedure
(1) The LMF sends a LPP Request Location Information message to the UE for invocation of A-GNSS positioning. This request includes positioning instructions such as the GNSS mode (UE-assisted, UE-based, UE-based preferred but UE-assisted allowed, UE-assisted preferred, but UE-based allowed, standalone), positioning methods (GPS, Galileo, GLONASS, BDS, NavIC, etc. and possibly non-GNSS methods, such as OTDOA positioning or E-CID positioning), specific UE measurements requested if any, such as fine time assistance measurements, velocity, carrier phase, multi-frequency measurements, quality of service parameters (accuracy, response time), and possibly integrity requirements.

TS 37.355
QoS ::= SEQUENCE {
	horizontalAccuracy			HorizontalAccuracy		OPTIONAL,	-- Need ON
	verticalCoordinateRequest	BOOLEAN,
	verticalAccuracy			VerticalAccuracy		OPTIONAL,	-- Need ON
	responseTime				ResponseTime			OPTIONAL,	-- Need ON
	velocityRequest				BOOLEAN,				
	...,
	[[	responseTimeNB-r14		ResponseTimeNB-r14		OPTIONAL	-- Need ON
	]],
	[[	horizontalAccuracyExt-r15	HorizontalAccuracyExt-r15		OPTIONAL,	-- Need ON
		verticalAccuracyExt-r15		VerticalAccuracyExt-r15			OPTIONAL	-- Need ON
	]]
}

HorizontalAccuracy ::= SEQUENCE {
	accuracy		INTEGER(0..127),
	confidence		INTEGER(0..100),
	...
}
qos
This IE indicates the quality of service and comprises a number of sub-fields. In the case of measurements, some of the sub-fields apply to the location estimate that could be obtained by the server from the measurements provided by the target device assuming that the measurements are the only sources of error. Fields are as follows:
-	horizontalAccuracy indicates the maximum horizontal error in the location estimate at an indicated confidence level. The 'accuracy' corresponds to the encoded uncertainty as defined in TS 23.032 [15] and 'confidence' corresponds to confidence as defined in TS 23.032 [15].



[bookmark: _Toc127435645][bookmark: _Toc127436227][bookmark: _Toc127436380][bookmark: _Toc127517335][bookmark: _Toc130981502][bookmark: _Toc131753086]In LPP procedure, when LMF requests the location estimation from UE, LMF can indicate the required estimation accuracy in the LPP Request Location Information, wherein the required accuracy is represented by an accuracy value (equivalent as error value) and a confidence value. 

In the last RAN3 meeting, it’s agreed that the predicted resource status can be predicted radio resources, number of active UEs, number of RRC Connections, and may also include TNL capacity indicator, CACG, and slice available capacity. In our observation, all of these resource status indicators are represented by a specific value, thus the corresponding prediction can be considered as a value prediction (“how much is it”) and error value + confidence value can be used to represent the prediction accuracy. 
	Predicted Resource Status Information reported in the new procedure for AI/ML Related Information can be predicted radio resources, predicted number of active UEs, and predicted number of RRC Connections. 
FFS if also Predicted TNL Capacity Indicator, Predicted Composite Available Capacity Group and Predicted Slice Available Capacity are reported.



On the other hand, the required accuracy for different predicted resource status indicators could be different and the values of different resource status indicators vary in different range. For example, the number of RRC connections ranges from 1 to 65536, while the available RRC Connection capacity value ranges from 0 to 100. Therefore, when the requesting NG-RAN node indicates the required prediction accuracy, for each required resource status indicator prediction, there should be a corresponding accuracy provided. The accuracy can be an error value implying that the true value is very likely (e.g., 95%) in the range of the predicted value minus/plus the error value. 
	[bookmark: _Hlk44423724][bookmark: _Toc44497645][bookmark: _Toc45108033][bookmark: _Toc45901653][bookmark: _Toc51850733][bookmark: _Toc56693736][bookmark: _Toc64447279][bookmark: _Toc66286773][bookmark: _Toc74151468][bookmark: _Toc88653941][bookmark: _Toc97904297][bookmark: _Toc98868384]9.2.2.57	Number of RRC Connections
The Number of RRC Connections IE indicates the maximum supported number of UEs in RRC_CONNECTED mode.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Number of RRC Connections
	M
	
	INTEGER (1..65536,...)
	






[bookmark: _Toc118210268][bookmark: _Toc118210773][bookmark: _Toc118210803][bookmark: _Toc118449740][bookmark: _Toc118450279][bookmark: _Toc127435646][bookmark: _Toc127436228][bookmark: _Toc127436381][bookmark: _Toc127517336][bookmark: _Toc130981503][bookmark: _Toc131753087]Resource status indicators are represented by a specific value in the current spec and have different value ranges. 
[bookmark: _Toc118210269][bookmark: _Toc118210774][bookmark: _Toc118210804][bookmark: _Toc118449741][bookmark: _Toc118450280][bookmark: _Toc127435647][bookmark: _Toc127436229][bookmark: _Toc127436382][bookmark: _Toc127517337][bookmark: _Toc130981504][bookmark: _Toc131753088]Prediction accuracy for different resource status indicators could be different.
[bookmark: _Toc118210270][bookmark: _Toc118210775][bookmark: _Toc118210805][bookmark: _Toc118449742][bookmark: _Toc118450281][bookmark: _Toc127435648][bookmark: _Toc127436230][bookmark: _Toc127436383][bookmark: _Toc127517338][bookmark: _Toc130981505][bookmark: _Toc131753089]The prediction accuracy can be represented by an error value and a confidence value implying that the true value is very likely (e.g., 95%) in the range of the predicted value minus/plus the error value.



Figure 1: required prediction accuracy in prediction request

Option 2: prediction accuracy in prediction report
In option 2, the requesting NG-RAN node does not indicate the required prediction accuracy in the prediction request message, while the prediction accuracy is indicated in the prediction report by the neighbour NG-RAN node. 
As discussed above in Observation 2, the neighbour NG-RAN node can roughly know the prediction accuracy of the AI/ML model after training/validation/testing. Also, similarly the prediction accuracy can be provided for each resource status indicator in the form of an error value and a confidence value implying that the true value is very likely (e.g., 95%) in the range of the predicted value minus/plus the error value.
Comparing with option 1, option 2 provides the most precise prediction accuracy since the neighbour NG-RAN nodes, as the AI/ML model training/inference host, knows the best about the prediction accuracy. However, the prediction accuracy may or may not fulfil the requesting NG-RAN node requirement. 



Figure 2: prediction accuracy in prediction report

[bookmark: _Hlk118210689]Option 3: via requesting actual measurement
In option 3, the prediction accuracy is not explicitly requested or provided as option 1 and option 2, instead the requesting NG-RAN node could trigger another procedure to request the actual measurement later on. By comparing the actual measurements with the prediction information received before, the requesting NG-RAN node can roughly understand the prediction accuracy and may stop requesting the prediction information from the neighbour NG-RAN node if the prediction accuracy is poor. 
Comparing with option 1 and option 2, option 3 has the minimal specification impact, but it will not allow the requesting NG-RAN node to understand the accuracy of the prediction information once received from the neighbour NG-RAN node. Thus, the requesting NG-RAN node may make action (e.g., handover) using a received prediction information, which actually does not fulfil its prediction accuracy requirement.  Besides, to make sure the later requested measurement result is comparable with the previously received prediction result, their measurement window and prediction window should be identical. However, in the legacy resource status request, the measurement window for one time resources status update is not provided, and the measurement window for periodic resource status update is indicated by the periodicity with fixed values (from 100ms to 10000ms). Some enhancement to the legacy resource status request procedure is needed to ensure the measurement window is same as the prediction window. 


Figure 3: via requesting actual measurement

Table 1: Benchmark of options for the requesting NG-RAN node to understand the prediction accuracy
	
	Option 1: required prediction accuracy in prediction request message
	Option 2: prediction accuracy in prediction report message
	Option 3: via requesting actual measurement

	Pros
	· avoid prediction report of prediction accuracy not fulfilling the requirement
· neighbour NG-RAN node does not expose the actual prediction accuracy (maybe considered sensitive AI/ML capability)
	· the prediction accuracy provided by the neighbour NG-RAN node (as host of AI training/inference) is most precise
	· avoid discussing the form of prediction accuracy

	Cons
	· the form of prediction accuracy needs discussion (e.g., an error value and a confidence value)
	· the form of prediction accuracy needs discussion (e.g., an error value and a confidence value)
	· the requesting NG-RAN node does not have knowledge of the prediction accuracy when receives from the neighbour NG-RAN node
· A separate procedure is needed to acquire the actual measurement

	Spec impact
	· required accuracy shall be provided for each requested element (e.g., resource status indicator)
	· required accuracy shall be provided for each requested element (e.g., resource status indicator)
	· enhancement to legacy resource status request procedure may be needed to ensure the measurement window is same as the previous prediction window.



[bookmark: _Toc131753095]RAN3 tries to agree Option 1 that when requesting the predicted resource status from neighbour NG-RAN node, the request message can contain the required prediction accuracy.
[bookmark: _Toc131753096]The required prediction accuracy can be represented by an error value and a confidence value in case of “value” prediction, meaning how likely (%) the ground truth falls in the range of predicted value minus/plus the error value.


2.2 Validity time indication
In the last RAN3 meeting, it has been discussed if validity time should be explicitly transferred over the Xn interface. Although no consensus was reached, in our observation, majority companies believe the associated NG-RAN nodes, i.e., the NG-RAN node that receives or sends the prediction information, should at least understand for what time window/point the prediction is made. The controversial part lies in if validity time shall be explicitly transferred or can be implied in some other way. For the sake of progress, RAN3 is suggested to at least agree that when exchanging prediction information over Xn interface, the two NG-RAN nodes should understand the prediction is about what time window/point in the future. Otherwise, if the transferred prediction can be for any arbitrary time in the future, it doesn’t seem useful at all.
	Validity time for a prediction is used as a local node model output without standards impact, no consensus on whether validity time needs to be transferred over interface?
It is FFS whether a node requesting a prediction includes timing information in order to indicate for which time a prediction is requested.  



[bookmark: _Toc131753097]RAN3 is suggested to agree when exchanging prediction information over Xn interface, the two NG-RAN nodes should understand the prediction is about what time window/point in the future (i.e., validity time).

In the last RAN3 meeting, it has been agreed that the prediction information reporting can be either one time or periodic. How to indicate the validity time (i.e., the prediction is about what time window/point in the future) explicitly/implicitly is slightly different for one time prediction reporting and periodic prediction reporting.
	Introduce a new Class 1 procedure for initiating the reporting of AI/ML Related Information and a Class 2 procedure for Data Reporting of AI/ML Related Information. 
Reporting options for the new procedure used for AI/ML Related Information to be evaluated on a case-by-case basis. Possible reporting options are one-time and periodic reporting. 
How to indicate validity time (e.g., implicitly with a new prediction when the previous prediction becomes invalid, explicitly with every prediction in the AI/ML output or by the request to the prediction) shall be discussed on a case by case basis.



One time prediction reporting 
For one time prediction reporting, the validity time could be indicated by a time window in the message requesting the prediction report. The time window could consist of a start time stamp (Tstart) and an end time stamp (Tend) or a time interval. Then the prediction report shall convey the prediction information about the requested time window. 
For example, if a NG-RAN node wants its neighbour NG-RAN node to provide predicted average radio resource about one hour later for one hour long, the prediction request message could indicate a start time stamp of one hour later, and an end time stamp of two hours later.
[bookmark: _Toc131753098]A time window (e.g., represented by start/end time stamps) could be conveyed in the prediction request message to indicate the validity time of the requested one-time prediction information. 


Figure 1: Indicating validity time using time window for one time prediction report

Periodic prediction reporting 
For periodic prediction reporting, since a periodicity value will be anyway conveyed in the prediction request message, that gives at least two different ways to indicate the validity time of the prediction information. 
· Alternative#1: validity time is indicated by periodicity value (Tperiod) alone. 
· In the prediction request message, a periodicity value Tperiod is given indicating periodic prediction reporting.
· The corresponding prediction report always carries prediction information about the next period of time from now. 
· For example, if the periodicity Tperiod is 10s, then the prediction report is sent every 10s and carries prediction information about the next 10s. 


Figure 2: Indicating validity time using only periodicity value

· Alternative#2: validity time is indicated by periodicity value (Tperiod) and a time window (represented by start/end time stamps Tstart /Tend). 
· In the prediction request message, a periodicity value as well as a time window (Tstart /Tend) for the first time prediction are given. 
· The first prediction report will carry prediction information about the requested time window.
· The subsequent prediction reports are sent periodically, and every prediction report carries prediction information about time window represented by Tstart+N* Tperiod and Tend+N* Tperiod, wherein N is the number of prediction report. 


Figure 3: Indicating validity time using periodicity value and a time window

Comparing the above two alternatives, alternative#2 seems more flexible since essentially the validity time for a prediction and the periodicity of reporting the prediction are two separate things. Besides, alternative#2 is equivalent to alternative#1 if Tstart in Figure 3 equals to Tnow in Figure 2, and Tend in Figure 3 equals to Tnow +Tperiod in Figure 2. In addition, alternative#2 follows the same principle as the one time prediction report, meaning a unified solution. 

[bookmark: _Toc131753099]A periodicity value together with a time window (e.g., represented by start/end time stamps) could be conveyed in the prediction request message to indicate the validity time of the requested periodic prediction information. 

2.3	Prediction report delay
After receiving the prediction request, the neighbour RAN node needs time for AI/ML model training/inference to generate the prediction and send the prediction report. The time delay between the moment of receiving the prediction request and the moment of sending the prediction report is quite implementation and model specific, e.g., from seconds to mins. However, sometimes the NG-RAN node requesting the prediction cannot tolerate long the long delay. For example, the requesting NG-RAN node may need the prediction information for a possible handover decision in near future, thus the prediction information provided after a long time will be no longer useful.
Therefore, it is considered beneficial to also indicate a report delay value in the prediction request message, such that the neighbouring NG-RAN node shall generate and send the prediction report within limited time. 
[bookmark: _Toc131753100]A delay value could be conveyed in the prediction request message to indicate that the neighbour NG-RAN node shall send the prediction report within the limited time. 

According to above discussion, an example tabular of the prediction request message is given in the Annex.
3	Conclusion
Based on the discussion above, we observe:
Observation 1	After an AI/ML model for prediction is trained, validated, and tested, what prediction accuracy can be achieved by using this AI/ML model can be roughly known based on the training/validation/test data set
Observation 2	The accuracy of a classification prediction can be represented by a likelihood value, e.g., in percentage.
Observation 3	The accuracy of a value prediction can be represented by an error value and a confidence value, e.g., a range of values that are likely to contain the true value.
Observation 4	In LPP procedure, when LMF requests the location estimation from UE, LMF can indicate the required estimation accuracy in the LPP Request Location Information, wherein the required accuracy is represented by an accuracy value (equivalent as error value) and a confidence value.
Observation 5	Resource status indicators are represented by a specific value in the current spec and have different value ranges.
Observation 6	Prediction accuracy for different resource status indicators could be different.
Observation 7	The prediction accuracy can be represented by an error value and a confidence value implying that the true value is very likely (e.g., 95%) in the range of the predicted value minus/plus the error value.


Based on the discussion above, we propose:
Proposal 1	RAN3 agrees it is benefitial for a requesting NG-RAN node to understand the accuracy of received prediction information.
Proposal 2	RAN3 discusses the pros/cons and down select from the following options for a requesting NG-RAN node to understand the accuracy of received prediction information
a.	Option 1: required prediction accuracy in prediction request
b.	Option 2: prediction accuracy in prediction report
c.	Option 3: via requesting actual measurement
Proposal 3	RAN3 tries to agree Option 1 that when requesting the predicted resource status from neighbour NG-RAN node, the request message can contain the required prediction accuracy.
Proposal 4	The required prediction accuracy can be represented by an error value and a confidence value in case of “value” prediction, meaning how likely (%) the ground truth falls in the range of predicted value minus/plus the error value.
Proposal 5	RAN3 is suggested to agree when exchanging prediction information over Xn interface, the two NG-RAN nodes should understand the prediction is about what time window/point in the future (i.e., validity time).
Proposal 6	A time window (e.g., represented by start/end time stamps) could be conveyed in the prediction request message to indicate the validity time of the requested one-time prediction information.
Proposal 7	A periodicity value together with a time window (e.g., represented by start/end time stamps) could be conveyed in the prediction request message to indicate the validity time of the requested periodic prediction information.
Proposal 8	A delay value could be conveyed in the prediction request message to indicate that the neighbour NG-RAN node shall send the prediction report within the limited time.




Annex: TP for the prediction information request message tabular
***************************** Change Begins ***************************
9.1.3.CC	AI/ML INFORMATION REQUEST (FFS on the name)
This message is sent by NG-RAN node1 to NG-RAN node2 to initiate the requested AI/ML related information reporting according to the parameters given in the message.
Direction: NG-RAN node1  NG-RAN node2.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	NG-RAN node1 Measurement ID (FFS on the name)
	M
	
	INTEGER (1..4095,...) 
	Allocated by NG-RAN node1
	YES
	reject

	NG-RAN node2 Measurement ID (FFS on the name)
	C-ifRegistrationRequestStop
	
	INTEGER (1..4095,...)
	Allocated by NG-RAN node2
	YES
	ignore

	Registration Request
	M
	
	ENUMERATED(start, stop, …) (FFS on others)
	Type of request for which the AI/ML related information is required.
	YES
	reject

	Report Characteristics
	C-ifRegistrationRequestStart
	
	BITSTRING
(SIZE(32))
	Each position in the bitmap indicates the object the NG-RAN node2 is requested to report.
FFS on the coding
	YES
	reject

	Required Prediction Accuracy for Number of RRC Connections
	O
	
	
	
	
	

	    > Error
	
	
	INTEGER
(1, FFS)
	
	
	

	    > Confidence
	
	
	INTEGER
(1,100)
	
	
	

	Required Prediction Accuracy for Number of UEs
	O
	
	
	
	
	

	    > Error
	
	
	INTEGER
(1, FFS)
	
	
	

	    > Confidence
	
	
	INTEGER
(1,100)
	
	
	

	Cell To Report List
	
	0..1
	
	Cell ID list to which the request applies.
	YES
	ignore

	>Cell To Report Item
	
	1 .. <maxnoofCellsinNG-RANnode>
	
	
	–
	

	>>Cell ID
	M
	
	Global NG-RAN Cell Identity
9.2.2.27

	
	–
	

	Reporting Periodicity
	O
	
	ENUMERATED(500ms, 1000ms, 2000ms, 5000ms, 10000ms, …)
	Periodicity that can be used for reporting of requested objects. Also used as the averaging window length for all objects if supported.
	YES
	ignore

	Reporting Delay
	O
	
	ENUMERATED(1s, 10s, …)
	
	
	

	Prediction Time Window 
	M
	
	9.2.3.x
	Time window that the prediction is requested for.
	
	



	Condition
	Explanation

	ifRegistrationRequestStop
	This IE shall be present if the Registration Request IE is set to the value "stop". 

	ifRegistrationRequestStart
	This IE shall be present if the Registration Request IE is set to the value "start".



	Range bound
	Explanation

	maxnoofCellsinNG-RANnode
	Maximum no. cells that can be served by a NG-RAN node. Value is 16384.




***************************** Next Change ***************************

9.2.3.x Prediction Time Window
This IE provides information on the time information related to the prediction.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Start Timestamp
	M
	
	OCTET STRING (SIZE(4))
	UTC time encoded in the same format as the first four octets of the 64-bit timestamp format as defined in section 6 of IETF RFC 5905 [37]. 

	End Timestamp
	M
	
	OCTET STRING (SIZE(4))
	UTC time encoded in the same format as the first four octets of the 64-bit timestamp format as defined in section 6 of IETF RFC 5905 [37]. 




***************************** Change Ends ***************************
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