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1. Introduction 
In this paper, we discuss MRO related enhancements i.e., optimizing CPAC, MR-DC SCG failures and fast MCG recovery based on agreements and open issues identified last meeting.
2. Discussion
R3-226004 summarizes all Rel-18 MRO scenarios.
2.1 MRO for CPA/CPC	
Information available in the network nodes

R3#119 made the following agreement:
Information available in the network nodes should not be included in the SCGFailureInformation
In order to avoid having repeated discussions concerning potential enhancements to SCGFailureInformation for CPA/CPC related failures, we think it is important to clarify what is meant by the “information available in the network nodes”.

The following enhancements have been considered

1. CPA/CPC Execution conditions that were configured 
2. CPA/CPC candidate cell list that were configured
3. CPA/CPC related timer information
a. Time elapsed since the last CPC configuration until SCG failure 
b. Time elapsed since CPC execution until SCG failure 
c. Time between CPC configuration and CPC execution
4. SCG failure type (classic PSCell change/addition vs. CPA/CPC)

Regarding 1) and 2), it is our view that network (MN or source SN) is aware of the execution conditions and candidate PSCell list configured for CPC/CPA
Regarding 3), MN is aware when the CPC configuration is sent, when the CPC execution is met (upon receiving MN RRCReconfigComplete for CPC execution) and when SCG Failure is met (upon receiving SCGFailureInformation), hence MN can compute these timer values in a), b) and c) if needed and there is no need for UE to compute and send in SCGFailureInformation
Regarding 4), MN knows all the PSCell change/addition or CPC/CPA configurations and hence there is no need for UE to report the SCG failure type.
In conclusion, we feel that there is no need for UE to report 1) – 4) in SCGFailureInformation and all of this information is available in the network nodes
Proposal 1: The following information is “available in the network nodes” and hence need not be included by UE in SCGFailureInformation:
1. CPA/CPC Execution conditions that were configured 
2. CPA/CPC candidate cell list that were configured
3. CPA/CPC related timer information
a. Time elapsed since the last CPC configuration until SCG failure 
b. Time elapsed since CPC execution until SCG failure 
c. Time between CPC configuration and CPC execution
4. SCG failure type (classic PSCell change/addition vs. CPA/CPC)

Signalling mechanism over Xn

Also, RAN3 agreed last meeting to reuse the Rel-17 signaling mechanism as seen below:

Reusing R17 signaling mechanism to report CPA/CPC failure related information over Xn from MN to source SN or last serving SN
Observation 1: In Rel-17, MN provides PSCell change failure related information (including PSCell measurements) to last serving SN via SCG FAILURE INFORMATION REPORT over Xn and last serving SN can feedback MN via SCG FAILURE TRANSFER if it is not responsible for the SCG failure

Proposal 2: Reuse SCG FAILURE INFORMATION REPORT over Xn for MN to report CPA/CPC failure related information to last serving SN

Proposal 3: Reuse SCG FAILURE TRANSFER over Xn so that last serving SN can feedback MN if it is not responsible for the SCG failure

In each of the CPA/CPC failure types (Too Late CPC Execution/Too Early CPC Execution/CPC Execution to wrong PSCell/CPA Execution to wrong PSCell/Too Early CPA execution), it is possible that the network did not prepare the right set of candidate PSCells or defined inappropriate execution conditions for CPA/CPC which resulted in an SCG failure. It is therefore important to optimize the set of candidate PSCells and execution conditions during CPA/CPC.

Rel-17 supports different CPC procedures such as MN initiated inter-SN CPC, SN initiated inter-SN CPC and intra-SN CPC without MN involvement

MN initiated inter-SN CPC

· MN generates the CPC execution conditions and is also aware of the set of prepared PSCells by each candidate T-SN (via CG-CandidateList)

· MN should perform the root cause analysis after receiving SCGFailureInformation from UE


SN initiated inter-SN CPC

· Source SN generates the CPC execution conditions and is also aware of set of prepared PSCells by each candidate T-SN

· SN should perform the root cause analysis after MN forwards the SCGFailureInformation along with other useful CPC failure related information to SN over Xn

Intra-SN CPC without MN involvement

· SN generates the CPC execution conditions and is also aware of set of prepared PSCells

· SN should perform the root cause analysis whether MN is aware of the intra-SN CPC without MN involvement  

Proposal 4: The node that initiates the CPC is responsible for performing the root cause analysis i.e., determines the CPC failure type, optimizes the CPC execution conditions and candidate PSCell list
Proposal 5: Enhance SCG FAILURE INFORMATION REPORT over Xn so that MN can inform the following CPA/CPC related information to last serving SN for MRO analysis for CPA/CPC:
· CPA/CPC Execution conditions that were configured
· CPA/CPC candidate cell list that were configured
· CPA/CPC related timer information
· SCG failure type (classic PSCell change/addition vs. CPA/CPC).

2.2 MRO for voice fall back
The following is the list of cases for MRO for voice fall back which are captured in R3-226004
Case 1: after failure (HOF/RLF) of inter-system inter-RAT handover from NR to E-UTRAN for voice fallback, a suitable E-UTRA cell is selected, and the UE tries RRC connection setup procedure for the voice service in the E-UTRA cell.

Case 2: after failure (HOF) of inter-system inter-RAT handover from NR to E-UTRAN for voice fallback, no suitable E-UTRAN cell can be selected, the UE reverts back to the configuration of the source PCell and initiates RRC re-establishment procedure in NR.

TS 38.300 also captured the following:
Inter-system Mobility Failure during Voice Fallback: an RLF occurs shortly after a successful handover triggered due to Voice Fallback, or a failure occurs during an handover triggered due to Voice Fallback, from a cell belonging to an NG-RAN node to a cell belonging to an E-UTRAN node; the UE attempts to re-connect to a cell belonging to an E-UTRAN node, or the UE attempts to re-connect to a cell belonging to an NG-RAN node.

Consider the RLF case of case 1 as depicted in Figure 1, where UE collects an LTE RLF Report if it encounters an RLF shortly after a successful inter-system HO from NG-RAN1  E-UTRAN2 for voice fall back.
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Similar to NR RLF Report, we think the UE should include an indication for voicefallback in the LTE RLF Report.
Proposal 6: For the case where there is an RLF in target LTE cell immediately after a successful inter-system HO for voice fall back, include an indication for voice fall back in LTE RLF Report 
After the target E-UTRAN2 receives the FAILURE INDICATION (along with the LTE RLF Report) from a reconnected E-UTRAN3 or NG-RAN3, the target E-UTRAN2 performs root cause analysis and identifies the HO Failure type (too early inter-system HO). The Target E-UTRAN2 should then send the INTER-SYSTEM HO REPORT to source NG-RAN1 so that it can know the failure type.
The current definition of too early inter-system HO is only for the direction between LTE  NR and doesn’t cover the direction from NR  LTE
Observation 2: Current definition of too early inter-system HO is only for the direction from LTE  NR and doesn’t cover the direction from NR LTE
Proposal 7: Extend the current definition of Too early inter-system HO to also cover NR  LTE 
Further, the source NG-RAN1 even upon receiving the INTER-SYSTEM HO REPORT with the LTE RLF Report can’t decode it and hence won’t be able to distinguish traditional inter-system HO failures with voice fall back failures. We therefore propose target E-UTRAN2 to read the LTE RLF Report it received from the reconnecting node and add a voice fall back indication in INTER-SYSTEM HO REPORT
Proposal 8: Include a voice fall back indication in Inter-system HO Report over NG and S1
2.3 MRO for Fast MCG Recovery 

Case a and Case b are already agreed
· Case a: SCG fails or is deactivated when the UE attempts MCG recovery (i.e., a SCG failure/deactivation while T316 is running after MCG failure).
· Case b: the signalling delay is longer than the time the UE waits for the response (T316 expired).

FFS whether Case c/Case d/Case e/Case f should be considered for MRO for fast MCG recovery failure

	Cases

	View

	Case c: Fast recovery near failure case, i.e., UE receives the response message from MN via SN while T316 is running which almost expires but not yet.

	Not needed

This seems more like a new SHR trigger for T316 and doesn’t belong under the MRO objective

	Case d: Failure case for CHO based recovery failure after fast MCG recovery failure.

Case e: Subsequent failure after successful fast MCG recovery.

	Not needed

This was the proponents’ view last meeting

D+E is beneficial for the MRO algorithm. The resulting report from the failure event happens after a recovery situation so it should be possible for the MRO algorithm to distinguish this type of event from “normal” event when collecting statistics.

We are not sure if there is benefit in distinguishing a failure after a fast MCG recovery vs. a “normal” failure. The failure after a fast MCG recovery can happen due to any random reason (e.g., radio conditions suddenly going bad) and not because the fast MCG recovery led to UE being handover to a “bad” cell.


	Case f: dual failure case, i.e., MCG failure occur while at about the same time SCG is deactivated/suspended/de-configured.

	See discussion below



Proposal 9: There is no need to consider case c, case d and case e in Rel-18

Case f is ambiguous in that it is not clear how it is different from case a) and also words like “de-configured” are not clear. We therefore propose to reword case f) and split into the following sub-cases:
· Case f1: SCG failure before sending MCGFailureInformation (same as case a. and already agreed)
· Case f2: MCG failure before sending SCGFailureInformation (whether to be supported?)

Case f2 is not related to fast MCG recovery at all and is just a complimentary scenario to case f1 (which is the fast MCG recovery scenario). So, we propose to discuss whether case f2 is to be supported or not.

Observation 3: There are two possible scenarios for back-to-back MCG failures and SCG failures (depending on the order in which it happens)
· Case f1: SCG failure before sending MCGFailureInformation (already agreed)
· Case f2: MCG failure before sending SCGFailureInformation (TBD)

Proposal 10: There is no need to consider case f2 (the scenario where MCG failure happens before sending SCGFailureInformation) as this is not related to fast MCG recovery

In the previous meetings, further enhancements to RLF report were proposed e.g., time between MCG failure and SCG failure were proposed. In our view, the “time between MCG failure and SCG failure” might not be very useful in our opinion as MCG RLF and SCG RLF are independent events. gNB can’t optimize much knowing this exact timer value. A good MN implementation should send RRCReconfig/RRCRelease immediately upon receiving the MCGFailureInformation. We therefore think there is no need to include “time between MCG failure and SCG failure” in RLF Report

Proposal 11: There is no need to include “time between MCG failure and SCG failure” in RLF Report

3. Conclusion
MRO for CPAC

Proposal 1: The following information is “available in the network nodes” and hence need not be included by UE in SCGFailureInformation:
1. CPA/CPC Execution conditions that were configured 
2. CPA/CPC candidate cell list that were configured
3. CPA/CPC related timer information
a. Time elapsed since the last CPC configuration until SCG failure 
b. Time elapsed since CPC execution until SCG failure 
c. Time between CPC configuration and CPC execution
4. SCG failure type (classic PSCell change/addition vs. CPA/CPC)

Observation 1: In Rel-17, MN provides PSCell change failure related information (including PSCell measurements) to last serving SN via SCG FAILURE INFORMATION REPORT over Xn and last serving SN can feedback MN via SCG FAILURE TRANSFER if it is not responsible for the SCG failure

Proposal 2: Reuse SCG FAILURE INFORMATION REPORT over Xn for MN to report CPA/CPC failure related information to last serving SN
Proposal 3: Reuse SCG FAILURE TRANSFER over Xn so that last serving SN can feedback MN if it is not responsible for the SCG failure

Proposal 4: The node that initiates the CPC is responsible for performing the root cause analysis i.e., determines the CPC failure type, optimizes the CPC execution conditions and candidate PSCell list
Proposal 5: Enhance SCG FAILURE INFORMATION REPORT over Xn so that MN can inform the following CPA/CPC related information to last serving SN for MRO analysis for CPA/CPC:
· CPA/CPC Execution conditions that were configured
· CPA/CPC candidate cell list that were configured
· CPA/CPC related timer information
· SCG failure type (classic PSCell change/addition vs. CPA/CPC).

MRO for voice fall back

Proposal 6: For the case where there is an RLF in target LTE cell immediately after a successful inter-system HO for voice fall back, include an indication for voice fall back in LTE RLF Report 
Observation 2: Current definition of too early inter-system HO is only for the direction from LTE  NR and doesn’t cover the direction from NR LTE
Proposal 7: Extend the current definition of Too early inter-system HO to also cover NR  LTE 
Proposal 8: Include a voice fall back indication in Inter-system HO Report over NG and S1
MRO for Fast MCG Recovery

Proposal 9: There is no need to consider case c, case d and case e in Rel-18

Observation 3: There are two possible scenarios for back-to-back MCG failures and SCG failures (depending on the order in which it happens)
· Case f1: SCG failure before sending MCGFailureInformation (already agreed)
· Case f2: MCG failure before sending SCGFailureInformation (TBD)

Proposal 10: There is no need to consider case f2 (the scenario where MCG failure happens before sending SCGFailureInformation) as this is not related to fast MCG recovery

Proposal 11: There is no need to include “time between MCG failure and SCG failure” in RLF Report
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