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1 Introduction

CB: # AIRAN3_F1E1Impact

- Discuss on UE traffic prediction over E1 interface, and its potential impacts?

- Discuss on UE trajectory prediction over F1 interface, and its potential impacts?

- Capture agreements and open issues

(Samsung - moderator)

Summary of offline disc R3-225918
Proposed deadlines: Thu. 13th 1300 UTC
2 For the Chairman’s Notes

UE traffic information collection and prediction
Proposal 1: UE traffic metric takes the data volume for a UE as the starting point.  
Proposal 2: The UE traffic prediction function is located in gNB-CUCP. FFS on gNB-CUUP.
UE location/trajectory collection and prediction

Proposal 3: The cell-level UE trajectory prediction function is located in gNB-CUCP.
Resource status collection and prediction

Proposal 4: The location for resource status prediction in split architecture:
· For current resource status input data from DU, the resource status prediction function is located in gNB-CUCP. 
· For current resource status input data from CUUP, the resource status prediction function is located in gNB-CUCP.
Discussion to be continued on the following:
· FFS on detailed E1/F1 impact for the exchange of current/predicted UE traffic after the sufficient work for non-split architecture.
· FFS on detailed E1/F1 impact for the exchange of current/predicted UE trajectory after the sufficient work for non-split architecture.

· FFS on detailed energy efficiency metric and corresponding E1/F1 impact after the sufficient work for non-split architecture.
3 Discussion
3.1 UE traffic information collection and prediction
[5486][5703] proposes: UE traffic metric takes the data volume for a UE as the starting point.
Q1: Please provide the view about whether the above UE traffic metric is agreeable, and please provide the comment if any.
	Company
	Yes/No
	Comment

	Samsung
	Yes
	The existing data usage reporting procedure supports to report the data volume within a time period for a UE. Thus we prefer to take this metric as the starting point for UE traffic collection and prediction. 

	CATT
	Yes
	We meant so in 5731 as well.

	Lenovo
	Yes
	Same view as Samsung. 

	Ericsson
	
	The existing data usage reporting could be taken as a starting point for these discussions. 
However we have agreed at RAN3-117e the following:
Both non-split architecture and split architecture are in scope. Focus on the non-split architecture first. Split architecture should be specified after the work of non-split architecture. The training/inference function location is referred to TR37.817.

Given that this discussion is based on split RAN architecture aspects, we propose to put this discussion on hold until sufficient progress is made for non-split architecture

	Intel
	
	We share the same view with Ericsson that we should focus on non-split architecture first.

	Qualcomm
	Yes
	Agree with Samsung. Existing Data Usage Report over E1 can be used as starting point 

	Huawei
	Yes
	As commented above by Samsung and E///, existing mechanism already allows the reporting of data volume as traffic metric, it is a straight forward way to reuse existing mechanism.

	ChinaTelecom
	Yes
	The current Data Usage Report procedure has supported data volume report. We prefer to take data volume as the starting point for UE traffic metric.  

	Nokia
	No
	We agree with Ericsson and Intel. We have agreed that we should first make enough progress in non-split architecture and then consider split architecture.

	LGE
	
	We share the same view as Ericsson.

	ZTE
	Yes
	Current mechanism can be reused. In addition, it is no harm to agree something in the case of split architecture before we finish the impact on Xn interface.

	CMCC
	Yes
	Agree to take the existing data volume as a starting point.


Moderator’s summary:

9/12 companies support to take the data volume for a UE as the starting point. 4/12 companies prefer to discuss after the sufficient progress is made for non-split architecture.
So propose:

UE traffic metric takes the data volume for a UE as the starting point. 
FFS on detailed E1/F1 impact for the exchange of current/predicted UE traffic after the sufficient work for non-split architecture.
[5486][5703][5730] discuss the position for UE traffic prediction is CUCP or CUUP, or both.
Q2: Please provide the view about which position is suitable for UE traffic prediction, and please provide the comment if any.

	Company
	CUCP, CUUP or both
	Comment

	Samsung
	CUUP
	CUUP is proper.

CUUP has the knowledge of UE traffic. Comparing with CUCP to do the inference, it can save the E1 signaling to transfer the required input data for model inference.
It can offload the computation burden to CUUP.  If CUCP does the prediction for each UE, it brings heavy burden.
CUUP can set the resource allocation decision based on predicted UE traffic information to secure the data transmission performance.

	CATT
	Either / both
	We are open on this topic.

	Lenovo
	Both can work, ok to follow majority
	Both can work with pros and cons.

If CUCP does the AI inference, it requires UE traffic measurement from CUUP. But it doesn’t require AI capability at CUUP. 

If CUUP does the AI inference, it doesn’t require AI capability at CUUP, but needs to send the UE traffic measurement to CUCP. 

	Ericsson
	
	As commented in Q1, this discussion is totally based on split RAN architecture. Our agreements in RAN3-117e clearly state that we should not discuss these aspects until work on non-split architectures is completed to a sufficient level.
If we had to express an opinion, we would support inference at the gNB-CU-CP because CU-CP is aware of factors like service characteristics and mobility, which the CU-UP is not aware of. This is already agreed in TR37.817, which states for the mobility optimisation use case the following:
“Furthermore, for CU-DU split scenario, following option is possible:
-
AI/ML Model Training is located in CU-CP or OAM, and AI/ML Model Inference function is located in CU-CP”

	Intel
	
	Same comment as Q1 to withhold the discussion till sufficient progress made in non-split arch.
For the location of UE traffic prediction, we prefer to use CU-CP for all use cases, as normally CU-CP is considered as the control point and UP is used for traffic transmission. The AI/ML capability/decision can also be regarded as a control, where the decision can consider all factors that may affect. 

Compared with predicted information generated by CU-UP, receiving the current information directly and make prediction by CU-CP itself is more accurate.

	Qualcomm
	Open to discuss further
	We think a centralised entity like CU-CP which has a broader data collection scope can perform AI/ML training and inference better. However, we also think that flexibility should be provided to generate prediction at distributed nodes. 

We are open to discuss on this further.  

	Huawei
	CU-CP
	CU-UP could provide the actual data volume to CU-CP, but there is no need to distribute the AI/ML model in different entity, especially that it should be better to centralize the computing resource.

	ChinaTelecom
	both
	Compared to CU-CP, the CU-UP as user plane entity could calculate the UE traffic metrics by itself. In our view, at least CU-UP can support UE traffic prediction in some use cases, e.g., EE/load balance. In addition, for mobile optimization, CU-CP could be able to perform the AI/ML inference function based on the traffic metrics provided from CU-UP. Therefore, the position for UE traffic prediction can be located in both CU-UP and CU-CP.

	Nokia
	 Discuss later
	We have agreed in the last meeting that we should focus on non-split architecture first and consider split architecture after. Regarding the location of traffic prediction, there is already an agreement that location of Model Inference for Mobility Optimization is in CU-CP.

	LGE
	CU-CP
	According to the use case, CU-CP or CU-UP would have an advantage as the position of UE traffic prediction. However, we think the specific entity should perform AI/ML training and inference.

	ZTE
	CU-CP first
	Follow the agreement in TR that AI/ML model training/inference is located in CU-CP.

	CMCC
	Prefer in CUCP
	And the data need to be collected from CUUP to CUCP through E1 interface. Currently, follow TR37.817 statement.


Moderator’s summary:

7/12 companies prefer traffic prediction in CUCP. 4/12 companies thinks both options can work or open to discuss. 1/12 company support to do traffic prediction in CUUP.

So propose:

The position for UE traffic prediction is CUCP. FFS on CUUP.
The impact of the current/predicted UE traffic information transfer is discussed in [5486][5703] [5730] [5731] as
a) E1 impact: current UE traffic information from CUUP to CUCP. [5486][5703] [5730] [5731]

b) E1 impact: predicted UE traffic information from CUUP to CUCP. [5486][5703]
c) F1 impact: current UE traffic information from DU to CU. [5731]

Q3: Please provide the view about above E1/F1 impact, and please provide the comment if any.

	Company
	Which one agreeable?
	Comment

	Samsung
	Yes for a), b)
	For a), CUUP has the knowledge of current/historical traffic, so CUUP needs to transfer the current traffic information to CUCP. 
For b), as Q2, CUUP is suitable for UE traffic prediction. Hence, UE traffic prediction information is required to transfer from CUUP to CUCP to provide info for SON decision.
For c), UE traffic stored in CUUP seems enough. Thus there is no need to collect from DU.

	CATT
	a) Yes
b) Depends on Q2
c) Not now
	What is proposed in [5731] is “metrics collected by the gNB-DU (e.g. PRB usage)”.

It seems that in this meeting we cannot agree on the metric of PRB usage for a specific UE. So we need not revise F1AP now.

	Lenovo
	a) b)
	a) and b) are agreeable to us. Q3 has some dependency on Q2 though. 

	Ericsson
	None
	Agreements form RAN3-117e state that we should not discuss this until work on non-split Ran is sufficiently completed.

	Intel
	
	Agree with Ericsson.

	Qualcomm
	Ok with a) b)
	On c), we can c) once we have an agreement on a) and b)

	Huawei
	Maybe a)
	As commented to Q2 above, UP could provide data volume to CP, CP perform prediction.

	ChinaTelecom
	a), b)
	See our comments in Q2. For E1 interface, CU-UP support to provide both current/predicted data to CU-CP. For F1 interface, given that the UE traffic metrics could be only calculated in CU or CU-UP, there is no need to collect traffic information from DU.

	Nokia
	None
	Agree with Ericsson and Intel.

	LGE
	
	We share the same view as Ericsson.

	ZTE
	
	Suggest to focus on the Xn interface first. Other impacts on E1/F1 can be discussed later.

	CMCC
	
	Agree with Ericsson, let’s discuss the split RAN after other issues are clear for non-split RAN.


Moderator’s summary:

a) 6/12 companies support
b) 4/12 companies support
c)  2/12 companies prefer to postpone the discuss

6/12 companies prefer to discuss the split RAN after non-split RAN is sufficiently completed
So propose:

FFS on detailed E1/F1 impact for the exchange of current/predicted UE traffic after the sufficient work for non-split architecture.
3.2 UE location/trajectory collection and prediction
[5730][5731] discusses E1/F1 impact for UE location/trajectory collection and prediction as
a) The position for UE location prediction is CUCP. [5730]

b) F1 impact: UE location information from DU to CU. [5731]

c) F1 impact: predicted UE trajectory information from CU to DU. [5731]
Q4: Please provide the view about above proposals, and please provide the comment if any.

	Company
	Which one agreeable?
	Comment

	Samsung
	Yes for a)
	For a), trajectory prediction is benefit for target selection in mobility optimization. The HO decision is set by CUCP. In addition, the UHI and MDT report that contains the UE location info are available at CUCP. Thus CUCP is a suitable location for UE trajectory prediction.
For b), it seems that DU can not get the location information. So DU can not transfer the location information to CU.
For c), it is a little bit confused about the benefit for DU to know the predicted trajectory info. The trajectory info can help to select target cell for HO, but it is not clear how it assist resource allocation in a cell.

	CATT
	a): yes.

b): slightly yes.

c): slightly yes.
	For b), the DU may some sub-cell location information, e.g. the SSB (beam) indexes as stated in [5731]

For c), sub-cell-level location prediction can be used for e.g. configuring dedicated Random Access resources for handover.

	Lenovo
	a)
	So far the UE location information is at “cell” level. Not sure what additional information DU needs to provide to CU. Also, it’s unclear why DU needs to know the predicted UE location information. 

	Ericsson
	This should not be discussed
	Agreements form RAN3-117e state that we should not discuss this until work on non-split Ran is sufficiently completed.
Technically, we do not understand how proposals b) and c) can provide advantages, while proposal a) could be seen as already covered by agreements in TR-37.817, which already state that:

“Furthermore, for CU-DU split scenario, following option is possible:
-
AI/ML Model Training is located in CU-CP or OAM, and AI/ML Model Inference function is located in CU-CP” 

	Intel
	
	For a), see our previous comment in Q2.

For others, Agree with Ericsson to withhold the discussion till sufficient progress in non-split arch.

	Qualcomm
	Ok with a)
	As a starting point, we can agree upon UE Trajectory Prediction at cell level. Further granularity of UE location can be discussed later.

	Huawei
	a)
	CP anyway could learn the UE’s trajectory through mobility history info, and the HO decision is also made by CP.

	ChinaTelecom
	Yes for a)

	For a), CU-UP could not provide any” cell” or “beam” level information to CU-CP. Thus, the UE trajectory prediction only located in CU-CP.

For b) and c), we need to clarify the meaning of “UE location”. If UE location information is just “cell level”, we don’t see the need to send location information from DU to CU 

	Nokia
	None of the above
	For a) it is unclear what is UE location prediction. UE location prediction is not equivalent to UE trajectory prediction. For b) and c) we agree with Ericsson that this should not be discussed yet before sufficient progress is made on non-split architecture.

	ZTE
	Agree with a) firstly
	b),c) Other impacts on E1/F1 can be discussed later.

	CMCC
	
	Agree with Ericsson


Moderator’s summary:

a) 8/11 companies support, and 1/11 company thinks it is already be covered by TR. 1/11 company is not unclear whether UE location prediction is same as UE trajectory prediction.
b) 1/11 company states slightly yes.

c) 1/11 company states slightly yes.

5/11 companies prefer to postpone the discussion for b) and c).

In moderator’s understanding, the UE location prediction is equivalent to UE trajectory prediction
So propose:

The position for UE trajectory prediction is CUCP. 

FFS on detailed E1/F1 impact for the exchange of current/predicted UE trajectory after the sufficient work for non-split architecture.
3.3 Energy efficiency collection and prediction
There are three options for energy efficiency metrics:
a) Energy efficiency metric: ratio of data volume to energy consumption as TS25.884
b) Energy efficiency metric: data volume and energy consumption as two separate IEs [5730]
c) Energy efficiency metric: energy consumption [5892]

Four potential standard impacts are proposed as:
d) F1 impact: current energy efficiency from CU to DU. [5849]

e) F1 impact: predicted energy efficiency from CU to DU. [5849]

f) F1 impact: current energy consumption from DU to CU. [5730][5892]
g) E1 impact: per-node “total DL data volume” and “total UL data volume” from CUUP to CUCP. [5730]
Q5: Please provide the view about above proposals, and please provide the comment if any.

	Company
	Which one agreeable?
	Comment

	Samsung
	Yes for a) or c), f)
	Metric: 

For a) or c), we prefer to reuse the metric defined in TS28.552 as the ratio of data volume to energy consumption. It is also fine to use energy consumption directly, as the objective of energy saving is to reduce the energy consumption of the network.
For b), it is a little bit confused about the benefit of separation of data volume and energy consumption as two IEs. 

Impact:

For d) e), it is a little bit confused about how DU to use such information and the corresponding benefit.

For f), to help to realize the global optimization, energy efficiency or energy consumption should be transferred from DU to CU.
For g), same as b), not clear about the benefit of separation.



	CATT
	b) (c is acceptable),
f), g)
	For a), d) and e), In TS 28.552 it is clearly stated that (take the DL data volume as an example):

c)
This measurement is obtained by counting the number of DL PDCP SDU bits sent to GNB-DU (F1-U interface), sent to external gNB-CU-UP (Xn-U interface) and sent to external eNB (X2-U interface). The measurement is performed in GNB-CU-UP per QoS level (mapped 5QI or QCI in NR option 3) and per S-NSSAI and per PLMN ID, and reported per interface (F1-U, Xn-U, X2-U).

So if you want to follow TS 28.552, the DV have to be provided by the gNB-CU-UP. Thus gNB-DU cannot provide the ratio EE.

c) is included in b).

	Lenovo
	a), d), maybe e) f)
	

	Ericsson
	This should not be discussed
	First of all, AIRAN2 already touches upon the discussion of which metric should be selected for energy efficiency. Before that discussion is not concluded, there is nothing meaningful that can be discussed here.
Secondly, agreements form RAN3-117e state that we should not discuss this until work on non-split RAN is sufficiently completed. Given that this discussion is totally centred around split RAN, we should put this discussion on hold.

Note that one of the main options considered in AIRAN2, which is that encoding the energy efficiency parameter as an index, is not even considered here, which is sign of the fact that this discussion should be placed on hold.



	Intel
	
	Is this data provided over F1? It’s not clear to us why energy efficiency is collected from DU.

	Qualcomm
	
	For a) b) c) - We are fine to take the EE calculation from 28.552 as a starting point, but we think EE calculation needs to be enhanced or tweaked to suit the AI/ML needs in RAN3.
For d) e) – we are confused why is EE sent from CU to DU. What is the need ?
For f) – We agree with the motivation that Energy parameters needs to be sent from DU and UP to CP. However in what form eg- Energy Consumption or metric or percentage needs to be discussed further.

For g) – We think the Data Usage Report can be reused. 

 

	Huawei
	Yes for a), d) and e), g)
	For metrics, we think it is simple to just reuse the current definition;

For F1 impact, we think EE and predicted EE known to DU could help DU understand the current situation and make proper adjustments for the resource scheduling.

For E1 impact, we are open to discuss the possibility to let UP provide the data volume to CP.

	ChinaTelecom
	Yes for b), c), f)
	As for b), c), we share the same view with CATT that EE related metrics, e.g., data volume and energy consumption should be transmitted separately over RAN interfaces.

For f), gNB-DU should be able to report the current energy consumption to gNB-CU to obtain the value of EE. 

	Nokia
	
	We fully agree with Ericsson.

	ZTE
	a)
	As discussed in the Xn impact, Energy efficiency metric can reuse the definition  in TS25.884. Not clear the benefits transfer the energy efficiency related information over E1/F1.

	CMCC
	
	Agree with Ericsson, E1/F1 should be discussed later.


Moderator’s summary:

For the EE metric, 5/11 companies support to reuse the ratio of data volume to energy consumption. 2/11 companies prefer data volume and energy consumption as two separate IEs. 3/11 companies can accept energy consumption.
For the impact, 

d) 1/11 company support

e) 2/11 companies support

f) 5/11 companies support

g) 3/11 companies support. 1/11 support to reuse the existing data usage report.
3/11 companies prefer to discuss E1/F1 impact later.

Moderator observes the CB for Xn also discusses the metric for energy efficiency. It is better to discuss the metric/impact based on Xn conclusion.
So propose:

FFS on detailed energy efficiency metric and corresponding E1/F1 impact after the sufficient work for non-split architecture.
3.4 Resource status collection and prediction
[5730][5892] discusses the spec impact for resource status collection/prediction in split architecture. 
a) For input data collected from DU, the position for load prediction is CUCP. [5730]

b) For input data collected from CUUP, the position for load prediction is CUCP. [5730]

c) F1 impact: a new procedure to transfer measurement report for current/historical data from DU to CU [5892]

d) E1 impact: a new procedure to transfer measurement report for current/historical data from CUUP to CUCP [5892]

Q6, Please provide the view about above proposals, and please provide the comment if any.

	Company
	Which one agreeable?
	Comment

	Samsung
	OK for a) b)

	OK for resource status prediction in CUCP.

For c) d), the current/historical data can be collected via existing resource status reporting procedure. There is no need to design duplicated mechanism to carry the same content.

	CATT
	Agree with a) and b)
	Same view as Samsung.

	Lenovo
	a) b)
	Agree with Samsung that we already have procedures for collecting measurement report.

	Ericsson
	a) And b)
	A) And b) seem to follow a logic based on current resource status reporting procedures.

	Intel
	Agree with a, b
	

	Qualcomm
	Ok with a) and b)
For c) and d) agree with Samsung
	

	Huawei
	See comments
	With current mechanism, UP will report to CP about the data volume of each DRB via Data Usage Report List, thus CP is able to calculate the total data volume. 

With this understanding, we assume here b) reflects this intention, then not sure if any new mechanism is needed, seems the existing mechanism could meet the intention of b). 

	ChinaTelecom
	Yes for all
	The discussion on split architecture at this stage should focus on the location of model training and model inference deployment, that is, the node for making decisions or prediction should be determined. we are OK for a) and b) because we support the view that the position for load prediction can be CUCP. 

For c) and d), some clarifications might be needed, and the following statements apply to both F1 and E1 interfaces. For the data already supported by existing signalling procedure, we tend not to enhance it, but reuse it directly. As for the information of energy efficiency and other predicted metrics, we suggest to not enhance the existing procedures, the most appropriate way is to introduce a new procedure for supporting the measurement report for them. 

	Nokia
	a), b)
	a) and b) are aligned with the current agreements and understanding.

	ZTE
	a),b) firstly
	We prefer to introduce the new procedures in the case of split architecture for AI/ML related information.

	CMCC
	And b)
	The inference model should be better in CUCP in split arch.


Moderator’s summary:

9/11 companies support a) and b). 2/11 companies support b). 1/11 companies support c) and d), and give more clarification that the new information such as EE and other predicted metric to use the new procedure.
So propose:

The location for resource status prediction in non-split architecture:

· For input data collected from DU, the position for resource status prediction is CUCP. 
· For input data collected from CUUP, the position for resource status prediction is CUCP.
3.5 System KPI
[5730] propose to specify the F1 impact to collect system KPI as

a) F1 impact: Per-cell total DL/UL UE throughput (i.e. “DRB.UEThpDl” and “DRB.UEThpUl” in TS 28.552) from DU to CU [5730]

b) F1 impact: Per-cell “Average delay DL air-interface” and the “Average delay UL on over-the-air interface” from DU to CU [5730]
Q7, Please provide the view about above proposals, and please provide the comment if any.

	Company
	Which one agreeable?
	Comment

	Samsung
	
	The system KPI is related to many factors such as UE number, UE traffic, UE mobility, cell coverage, services, node configuration, etc. The UE includes the new-arrival UEs, existing UEs, new-departure UEs, where new-arrival UEs include the UEs affected by ES/LB decisions and the normal HO UEs. It is not so relevant to the ES/LB decision. We can not identify whether the poor performance is from decision or other settings. Based on current progress, performance of the HO-ed UEs and resource status/energy efficiency from neighbour nodes are enough to reflect the impact of the ES/LB decision. Thus there is no need to transfer the system KPI as the feedback information.

	CATT
	Slightly yes
	System KPIs (of some cells combined) tend to be more useful than the performance of HOed UEs for actions that have wider impact, e.g. turning on/off a cell. The reason is that such actions impact not only the HOed UEs but also the existing UEs in neighbours due to the change in cell load.
It is listed in the TR as a feedback anyhow.
The per-UE performance metrics was also proposed as in the next question. These two types can be used together when calculating the “reward”.

	Lenovo
	Slightly yes
	No strong view. OK to follow majority. 

	Ericsson
	No
	We do not understand the reason why we should agree to a) and b) when we have already agreed that the source RAN node will receive the performance of handed over UEs, which is something that can clearly connected to an AI triggered mobility action. 
The KPIs mentioned cannot be connected to a mobility action hence we do not understand how they can be useful.

	Intel
	Not over F1 
	For system KPIs, we think it’s enough to exchange over Xn interface to reflect the handed-over UE performance. This information can already be supported and collected by CU itself in existing procedure. It’s not clear why DU needs to report such information to CU.

	Qualcomm
	
	We agreed to send UE metrics as feedback collection. However the feedback collection was from Neighbours when the UE is handed over. 
Is the proposal that Neighbor CU will get the KPIs from the DU connected to it and send the KPIs over XN? The proposal needs further clarification.



	Huawei
	Not sure
	We are not sure if additional KPI is needed or not, what additional benefits these KPIs could bring, since we already agreed to have node level/cell level throughput, EE, delay, etc.

	ChinaTelecom
	Slightly yes
	System KPI has been captured in TR37.817 as a feedback information for some use cases, further discussions may be needed to determine whether it should be kept.  

	Nokia
	No
	What would be the purpose/benefit of collecting these KPIs? 

	ZTE
	No
	No clear the benefits on these system KPIs.

	CMCC
	
	No strong view.


Moderator’s summary:

3/11 companies slightly support the system KPI transfer. 7/11 companies do not support or not clear about the benefit. They thinks agreed parameters are enough for feedback such as the UE performance of HO-ed UE, EE, throughput, delay are enough. 1/11 company have no strong view.

So there is no consensus on the system KPI. 

3.6 Others

There are several proposals that not belong to the classification in 3.1 to 3.5:
a) Location for decision-taking (e.g. mobility setting change) AI/ML models is CUCP. [5730]
b) E1 impact: UE performance of reconfigured UE from CUUP to CUCP for the purpose of feedback. [5731]
c) E1 impact: predicted data report from CUUP to CUCP. [5892]
Q8, Please provide the view about above proposals, and please provide the comment if any.

	Company
	Which one agreeable?
	Comment

	Samsung
	More clarification is required
	For a), it is a little bit unclear about the decision-taking. Maybe it needs to be discussed case by case.
For b), it is a little bit unclear about “reconfigured”

For c), data report needs to be further defined. 

	CATT
	a) b): Yes
c) maybe same as b)
	a) can be a WA.

b) just means e.g. after handover the gNB-CU-UP may provide some performance information listed in TR 37.817:
-
UE performance of reconfigured UE, including bitrate, packet loss, packet delay, etc.
The intention of c) seems to be retrieving data used for prediction rather than predicted data:
On the user plane related predicted information, e.g., UL/DL PDCP throughput, delay, and etc, there is need to introduce a new E1AP procedure to support the predicted data report from to gNB-CU-UP to gNB-CU-CP.
If our understanding is correct, c) is almost the same as b).

	Lenovo
	a)
	a) is same as legacy?
b) and c) may be same as what discussed in Q3?

	Ericsson
	
	Agreements form RAN3-117e state that we should not discuss this until work on non-split RAN is sufficiently completed. Given that this discussion is totally centred around split RAN, we should put this discussion on hold.



	Intel
	
	For a), see our previous comment.
For b) and c), it’s not clear how CU-UP will use the predicted information. The decision of resource optimization for user plane can also be done at CU-CP, there’s no need to transfer the predicted information over E1.

	Qualcomm
	
	For a) it is not clear. Is the proposal stating that AI/ML inference will be located in CU-CP? What decisions are being addressed here?
For b) and c) please refer to our comments in Q2

	Huawei
	More clarifications are needed
	For a), not sure what exactly it means, CP anyway is the entity which makes HO decision, what else?

For b), similar view as SS;

For c), as commented earlier, we think prediction should be done in CP.

	ChinaTelecom
	Yes for a), c)

	Similar to our comments in Q2, we think that both CUCP and CUUP could be deployed with the AI/ML model inference function, thus, we support a), c). 

	Nokia
	None
	For a), it is unclear what is the decision taking. Is this something additional to be captured to the existing agreement that Model Inference is in CU-CP? For b) and c), we should delay the discussion until sufficient progress is made for non-split architecture.

	LGE
	
	We share the same view as Ericsson.

	ZTE
	a)
	Other impacts on E1/F1 can be discussed later.

	CMCC
	
	Agree with Ericsson that can discuss later.




Moderator’s summary:

a) 5/12 companies support. 4/12 think it is still not very clear.
b) 1/11 company support.
c) 2/11 companies support
2/11 prefer to postpone the discussion.
So there is no consensus on above three issues. 

1 Conclusion, Recommendations [if needed]

If needed
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