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This is the summary document for the following come back:   

CB: # 9_R17MBS1_GeneralNGXn
- Various LSs handling
- Multicast MBS session management (PDU session parameters)?
- Multicast MBS Session Activation (and its admission control)?
- User Inactivity for Multicast Session?
- MBS Broadcast Session Restart?
- MBS data forwarding?
- NID handling in session ID, and potential LS out?
- Stage 2 description on mobility (Minimization of data loss and duplication avoidance during mobility from MBS non-supporting gNB to supporting gNB)?
- Delay of configuration of MRB?
- NGAP on distribution modification for NR MBS?
- Converge to R17 critical corrections, capture agreements and provide CRs if agreeable
(Nok - moderator)
Summary of offline disc R3-225902


For the Chairman’s Notes
Propose the following:  
Agree to correct the name and semantics of the MBS Initial HFN and Reference SN in E1AP to align with RAN2 Initial RxDeliv parameter. 
Agree R3-225973 (revision of R3-225656, Huawei, CR 37.483 for correction of encoding of RxDeliv).
Agree that issue of initialization of RxDeliv for first UE joining a gNB needs to be resolved by either a change of RAN2 or RAN3 specifications. Postpone the discussion to next meeting taking into account the outcome of ongoing RAN2 meeting.
Agree to update of the semantics of the cause value “user inactivity” to take into account MBS sessions. Agree R3-225978 (revision of R3-225471, Lenovo, NGAP CR on user inactivity cause value)
[bookmark: OLE_LINK10][bookmark: OLE_LINK11][bookmark: OLE_LINK37]Agree R3-225718, (CATT, XnAP, CR Introduction of ongoing broadcast service in XnAP for sending the list of ongoing broadcast services over Xn. 6 yes, 1 not needed)
Endorse R3-225997, revision of R3-225655 (Huawei, draft CR 38.300 for minimization of data loss non-supporting to supporting)
Agree to address the case of SNPN support in RAN2 specifications directly in RAN2.

Next meeting
How to solve the issue of initialization of RxDeliv for first UE joining a gNB (needs to be resolved by RAN3 specifications depending on RAN2 outcome this meeting)
Continue the minimize data loss with data forwarding for MBS with source and target have different QoS flow-MRB mapping (Nokia, CR XnAP, 5 companies support vs 1)
Continue discussions on multicast activation procedure in NGAP (no consensus).

Second Round

[bookmark: _Hlk116556016]Correction of MBS data forwarding (round2) 
As clarified during the first round, there is a requirement in release 17 WI to “minimize data loss” during handover for service continuity.
As per release 17 deployments, there can be two types of deployments:
· Deployments where SN synchronization is used (1)
· Deployments where SN synchronization is not used (2) 
For deployments (1), RAN3 has specified that CN node delivers CN QFI SN(s) and then gNBs use these values to set their PDCP in a synchronized manner. Data forwarding has been specified for this case to help minimizing data loss.
For deployments (2), SN are not synchronized, but still data forwarding can help minimizing the number of packets lost and fulfil WID requirement.

Q1: do you agree that there is a general requirement in release 17 to minimize data loss which therefore should apply to any deployment type?   
	Company
	Comment

	Nokia
	Yes. 

	Qualcomm
	Yes

	Lenovo
	Yes

	Huawei
	Yes

	Ericsson
	No. There are functions specified to enable minimization of data loss, but if this is not necessary, as QoS requirements can be fulfilled w/o, it is valid to not apply/implement those functions.

	Samsung
	Yes



Moderator’s summary:
A large majority of companies agree. Moderator would also like to answer that of course any feature support is optional in RAN3.

Assuming answer to Q1 is “yes”, tdoc R3-225524 clarifies that in deployments of type 2 there is no tight synchronization of SN, however if the source gNB forwards data this can result in fewer packets getting lost at handover. The principle is “similar” by analogy to PDU session forwarding for regular 5G handover which can be used to reduce number of packets lost, even though there is no sequence number associated with the packets.

Q2: do you agree that for deployment type (2) data forwarding can help minimizing loss of packets during handover?    
	Company
	Comment

	Nokia
	Yes. 
This is “similar” by analogy to PDU session forwarding for regular 5G handover which can be used to reduce number of packets lost, even though there is no sequence number associated with the packets.

	Qualcomm
	Yes

	Lenovo
	Yes

	Huawei
	Yes, especially for some services with high reliability requirement.

	Ericsson 
	If sync is not used then the QoS requirements are either rather low or the level of sync of transmission in neighbouring cells is so high, that data forwarding is not necessary.

	Samsung
	Yes




Moderator’s summary:
All companies agree except one. Moderator would like to clarify again that there is a requirement to minimize data loss, even if QoS requirement is not very high.
Assuming the answer to Q2 is “yes”, tdoc R3-225525 provides a corresponding CR to implement the data forwarding. The CR is pretty simple with just the tunnel endpoint added in the messages.

Q3: Please indicate your view on the CR in tdoc R3-225525 and comments/suggested modifications to the CR in tdoc R3-225525, if any?   
	Company
	Comment

	Nokia
	OK. No further comment.

	Qualcomm
	OK

	Lenovo
	OK

	Huawei
	OK

	Ericsson
	The CR sells the changes as “corrections”, which we cannot understand. All works fine w/o this correction.

	Samsung
	Ok



Moderator’s summary:
All companies agree except one. Seems we have to continue at next meeting to convince the last company.
Proposal: continue next meeting. 

Handling Xn-U forwarded data for minimization of data loss and duplication avoidance (non-supporitng to supporting) – see CR R3-225655
CATT is saying that the CR is not agreeable due to:
Since we are talking about handover from non supporting to supporting,it means the source legacy NG-RAN node could not identify the new MBS QFI SN included in the GTP-U extension header.Then it is not possible for the legacy source NG-RAN node to include MBS QFI SN when do the data forwarding.Thereby, Minimization of data loss and duplication avoidance between the data packets received from the Xn-U data forwarding tunnel and shared NG-U tunnel is could not be supported.
Q4: do you share the view of CATT or any answer to CATT? Any other clarification to bring?   
	Company
	Comment

	Huawei
	(1) In some deployment like CATT mentioned one, although the MBS QFI SN is not forwarded, the Xn-U forwarding data still can help to minimization of data loss, although it cannot be used to avoid duplication.
(2) In some other deployment in which the non-supporting node forwards the RAN container header, the  Xn-U forwarding data with the MBS QFI SN will be helpful not only for minimization of data loss, but also can be used to avoid duplication.
Hope companies are fine to support (2), even if you use (1), it should be allowed for deployment (2) to do this.

The scenario is, in NG HO, once the target gNB receives the NGAP HO Request from CN, it got the MBS information, and then it will trigger the shared NG-U tunnel establishment, and in the meantime, it could send HO Request ACK towards the source via AMF, and providing data forwarding address. Therefore the source provide forwarding data to the target via Xn-U forwarding tunnel, and the CN provides DL data to the target via shared NG-U tunnel, the target can perform minimization of data loss and duplication avoidance based on the packets received via forwarding tunnel and the shared NG-U tunnel.

Our original change is copied as below for your reference:
Minimization of data loss and duplication avoidance may be applied by means of identical MBS QFI SNs received over both the shared NG-U, and the unicast NG-U, and possibly the Xn-U forwarding tunnels.

We are also fine for the suggested updates from E/// in first round (it is more specific to distinguish different scenarios): 
And for NG handover, the SMF provides the MBS Session IDs joined by the UE to the target gNB by means of NGAP Handover Request. Minimization of data loss and duplication avoidance may be applied by observing MBS QFI SNs received over shared NG-U tunnel against those received over unicast NG-U tunnels or forwarding tunnels.

For the wording from our paper or from E///’s suggestion, we are fine for both, any view from you?

	Ericsson
	CATT is quite right that for the case of Xn handover Xn-U forwarding tunnel is not applicable as proposed in 5655. We explained this (partially) in our response in the first round.
//Huawei: the considered scenario is NG HO, instead of Xn HO, as in Xn HO, the data forwarding will be performed much earlier than the shared NG-U tunnel establishment.

	Samsung
	For the Xn handover, we agree with CATT’s comments. For NG based handover, for MBS QFI SN is added by the CN. Rewording from Ericsson in above seems fine.

	
	



Moderator’s summary:
It seems all companies would be fine with this CR with the rewording of Ericsson.

Based on answer to Q4 you can state your final position on R3-225655.
Q5: Based on the clarifications in Q4, is the CR in R3-225655 agreeable now?   
	Company
	Comment

	Huawei
	Ok, or updated as E/// suggested in first round, both are fine for us.

	Ericsson
	we made proposal in the first round, and giving it a second thought, disclaimers seem to be necessary, otherwise someone can claim requirements on providing SNs on NG-U tunnels.
And for NG handover, the SMF provides the MBS Session IDs joined by the UE to the target gNB by means of NGAP Handover Request. Minimization of data loss and duplication avoidance may be applied by observing MBS QFI SNs received over shared NG-U tunnel against those received over unicast NG-U tunnels (if MBS QFI SNs are provided) or forwarding tunnels (if applicable).


	
	

	
	



Moderator’s summary:
It seems all companies would be fine with this CR with the rewording of Ericsson.
Proposal: Agree the CR with rewording of Ericsson.

First Round
[bookmark: _Hlk93007903]
Correction of RAN2 reference for RxDeliv for PDCP (former HFN-ref SN)
In RAN2#119e meeting, there was the following agreement about PDCP configuration:
multicastHFN-AndRefSN is renamed to initialRXDELIV and update the corresponding description to ‘Indicates an initial value of RX_DELIV for multicast MRB PDCP window initialization as specified in TS 38.323 [5].
In the current E1AP specification, the CU-UP shall indicate the Initial HFN and Reference PDCP SN IE to CU-CP during MC Bearer Context Setup, MC Bearer Context Modification, and MC Bearer Context Modification Required procedures. In which, the Initial HFN and Reference PDCP SN IE is descripted as “Refer to the multicastHFN-AndRefSN IE as specified in the TS 38.331 [10].”
Tdoc R3-225656 and R3-225470 propose to update the E1AP specification to correct accordingly with the right RAN2 reference. 

Q1: please indicate if you agree with the proposal and indicate if any preference between R3-225656 and R3-225470?  
	[bookmark: _Hlk86359031]Company
	Comment

	Nokia
	Yes. 
Preference for R3-225656.

	Ericsson
	Yes.
if we want to refer to TS 38.331, the correct name of the IE is initialRX-DELIV. With R3-225656 the reference is limited to the encoding, not to the semantics which are also part of the definition in 38.331. But we could be more specific and mention both, the encoding and its usage explicitly (which was the intention of the original wording “refer to …”.) if we manage to not duplicate specification text.

	CATT
	Yes
We have preference on R3-225656.As we also raised the similar issue in last RAN3 meeting, NG-RAN node may set the value of initialRXDELIV IE transferred in Uu interface different with the count value of the first PDCP package. In case of CU/UP separation, it is proper to let CU make the adjustment. Therefore, we support the change in R3-225656

	Lenovo
	As Ericsson commented, the correct name of the IE is initialRX-DELIV. We also need to add the IE usage in the semantics.
We can accept R3-225656 with some update. 

	Huawei
	Yes. 
Preference for R3-225656. 
The reason why “encoded” is used instead of “refer to”, is because it should be allowed for gNB-CU-CP to decide the value of the initialRX-DELIV IE, respecting the division of work between CU-CP and CU-UP. And the count value indicated from CU-UP to CU-CP can be used for CU-CP to configure the initialRX-DELIV IE.

	Samsung
	Yes.
No strong preference, fine to let the CU-CP can change the value in RRC message. R3-225656 allows it.

	ZTE
	Yes.
R3-225656 with some update as Ericsson and Lenovo suggested will be good.

	Qualcomm
	Yes
We are fine with R3-225656. But no strong view and can consider changes as proposed by Ericsson and Lenovo.



Moderator’s summary:
Majority of companies prefer to take R3-225656 and have some update from Ericsson. 
Proposal: Huawei to circulate a revision of R3-225656 with proposed update to be reviewed during the GTW session.

Initilization of RxDeliv for PDCP (former HFN-ref SN)
Tdoc R3-225526, R3-225658 and R3-225469 address the issue of initlization of RxDeliv in the scenario of a first UE joining a gNB. 
Based on the description in TS 23.247 V17.3.0, the NG-RAN are requested to configure radio resources for active MBS session before receiving multicast data.
But for the first joined UE for inactive session or active session which has no data for a period of time, the NG-RAN will not be able to configure the MRB for the involved UEs as it is unable to configure the initialRXDELIV.
[bookmark: OLE_LINK7][bookmark: OLE_LINK8]Indeed, according to current RAN2 specifications, the initialRXDELIV should be configured to the UE by CU-CP at MRB setup taking into account the CN QFI SN value of the last sent (or next to be sent) packet over N3mb, which this new (joined) gNB doesn’t know. 
As per current RAN2/RAN3 specifications, the MRB setup of the UE would be delayed waiting that the transmission over N3mb resumes and a first packet of the multicast stream to be received by CU UP. The MRB setup of all UEs joining that gNB would be postponed and at resumption of multicast stream over M3mb processing delayed to setup MRBs for all these UEs. 

Q2: do you agree that we need to correct the issue described above and in the listed papers?   
	Company
	Comment

	Nokia
	Yes. 

	Ericsson
	depends on who is “we” in Q2. Not sure I fully agree on the “configure before receiving multicast data”, that is sometimes not possible and rather prohibited than supported by a couple of conceptual choices made by SA2, but no need to go through that again.
Our main point for this issue is the observation that the whole discussion is
(a) only applicable for the option where the PDCP SN is derived from NG-U (CN QFI SN)
(b) only necessary if there is indeed a requirement to always configure UEs with the correct and up-to-date PDCP SN. But that was not the intention of the agreement made in RAN2#119 “Allow configuration of initial value of RX_DELIV also when PDCP is re-established for UM MRB. FFS AM MRB, if a fix is needed”. (“allow”, not “mandate”, unfortunately current 38.331 is not exactly implementing that agreement).
We would like to see an approach where the network does not provide an initialRX-DELIV if it is not available. And for the scenarios we discuss (establishment of MRBs) this makes much sense. A UE is very well in the position to derive the start of the reception window by observing the first packet(s) received. That would probably require an LS to RAN2 (but, alternatively, we could just observe ongoing discussion in RAN2#119bis as respective papers are provided there.). 
Making the configuration of MRBs dependent on information that is not always there and probably wrong (MB-UPF could restart etc.) rather increases the fragility of the whole approach and we don’t agree on any of the described approaches.

	CATT
	Yes.
Currently, it is mandatory to include the initialRXDELIV IE of the MRB(s) when UE first join a multicast session. So, unless RAN2 agree a NBC change which make this IE optional, solution is needed to resolve the problem where there is no user plane data received at the time UE join the MBS session. 

	Lenovo
	Yes.

	Huawei
	Yes. 
The initial value of RX_DELIV for MRB cannot be reconfigured based on RAN2 progress considering NBC problem. Thus, the delay issue for the CU-CP to configure the initialRXDELIV IE to the UE is still existed, regardless of the further decision of RAN2. 
RAN3 anyway shall solve the delay issue of configuring the initialRXDELIV IE.

	Samsung
	For the deactivation MC session, the MRB in the UE side needn’t be setup. For the transmission pause for the activation session, the CU-UP already knows the next transmitted SN (or the last transmitted SN) except there is no data received by the CU-UP after the MC session is active. For this case, we need to discuss UE based solution or network based solution. So Yes.

	ZTE
	No.
Agree with Ericsson.

	Qualcomm
	Yes
In RRC, this is conditionally mandatory in procedure text (but not in ASN coding). There are RAN2 CRs discussing this issue, we are OK to wait for RAN2 CRs outcome on this issue.
multicastHFN-AndRefSN-r17 BIT STRING (SIZE (32)) OPTIONAL -- Cond SetupOnlyMRB
SetupOnlyMRB This field is mandatory present in case of multicast MRB setup. Otherwise, this field is absent, Need N.



Moderator’s summary:
Large majority of companies acknowledge the problem (6 companies answers yes, 1 company answered “depends”, 1 company answered “no” but actually agrees with the “depends”). The moderator notices that the company proposing “depends” actually relies on a change of RAN2 specifications which means that this company actually acknowledges the issue (because they say a change is needed in RAN2) but therefore actually answered to Q3 instead of Q2 here (Q3 is about which type of solution, RAN2, RAN3, etc..).
Therefore, the moderator think that the issue is acknowledged but whether solution is in RAN2 or RAN3 is FFS. To our knowledge RAN2 will finalize their discussion not before Monday. Agree to postpone the discussion to next meeting based on outcome of RAN2. 
Proposal: agree that issue of initialization of RxDeliv for first UE joining a gNB is acknowledged and must be solved either in RAN2 or RAN3. Continue the discussion at next RAN3 taking RAN2 outcome of this week into account. 

Assuming answer is “yes” to previous question, tdoc R3-225526, R3-225658 and R3-225469 present different solutions.
Tdoc R3-225526, R3-225658 propose a RAN3 correction to have 5GC inform a gNB joining the multicast session of the CN QFI SN value of the last sent (or next to be sent) packet over N3mb.
· Tdoc R3-225526 proposes a user plane solution where the MB-UPF generates a special packet which contains the CN QFI SN without user payload (since no packet of multicast stream not available). Then the initialization of the InitRxDeliv takes place like for the regular session active case i.e. CU UP indicates the received CN QFI SN value to CU CP in the E1AP MC Bearer context required message. 
· Tdoc R3-225658 proposes a control plane solution where the MB-SMF receiving the distribution setup request includes in the distribution setup response the CN QFI SN value for each MBS QoS flow towards the CU CP. Then CU CP newly derives from these values the InitRxDeliv for the MRB PDCP.
In contrast, Tdoc R3-225469 proposes that RAN2 agree to modify their specifications to allow gNB can reconfigure the initialRX-DELIV for AM multicast MRB after MRB setup (using MRB to Modify). Currently this is not allowed by RAN2, but RAN2 will discuss the point in parallel this week. 

Tdoc R3-225526 says that the control plane solution has the following drawbacks:
1/ two separate mechanisms to initialize the PDCP SN: create a control plane mechanism (receive MBS QFI SN via distribution setup response) in addition to existing user plane mechanism agreed at last RAN3#116 (receive MBS QFI SN over N3mb, then sent to CU CP via the E1 Bearer Context modification required).
2/ makes CU CP do the job of CU UP redundantly by deriving the PDCP SN from receiving the multiple MBS QFI SN. This is not good.
3/ race condition: the time that the MBS QFI SN traverses the control plane path MB-UPF -> MB-SMF -> AMF -> gNB then some packets may have arrived at the MB-UPF sent over N3mb arriving earlier; they generate E1 bearer context modification required towards CU CP with now race condition for CU CP of which one to take to initialize the UE and risk of PDCP window initialization error.
4/ impacts N4 interface MB-SMF and MB-UPF: required N4 modification in addition to impact on RAN3 protocol.
Tdoc R3-225658 says that the user plane solution has the following drawbacks, notably when multicast transport is used over N3mb:
1/ new behaviour at MB-UPF for UP solution is more impacting than the new including over N4 of the CN QFI SN for all QoS flows of the CP solution
2/ if multicast transport used: the N4 interaction is always needed for UP solution, can be avoided for CP solution
3/ if muticast transport used: other (not involved gNBs) will receive the special packets and will need to discard them.
4/ if multicast transport used: MB-UPF cannot immediately send the special packet because it needs to wait to make sure that the gNB has made the IGMP join.

Q3: what is your view on the way forward between these 3 solutions, and also if RAN2 specifications stay unchanged what is your preference between user plane (UP) solution and control plane (CP) solution and why (can elaborate on the respective drawbacks)?   
	Company
	Comment

	Nokia
	Prefer UP solution.
As explained in R3-225526 the CP solution leads to duplication of CU UP function in the CU CP, and also does not work in case of race condition (multicast stream resumes while the control plane messages are returned to gNB). It is true that the UP solution has some inefficiency when multicast transport is used over N3mb, but nothing critical, it still works well and avoids the bad design of the CP solution. 
Regarding solution in R3-225469 it can be considered if RAN2 would agree update PDCP variable at PDCP re-establishment but this is unlikely and anyway RAN3 should prepare selecting between CP and UP solution in the likely event that RAN2 does not change their specification. 

	Ericsson
	we prefer none of the solutions, but to rely on UEs being able to observe first initial value from first received packet(s), as stated in Q2.

	CATT
	Prefer UP solution

	Lenovo
	We would prefer UP solution

	Huawei
	Prefer CP solution. the detail is in R3-225658.
First, there won't be any problems at all in case of race condition. Considering the value send by the gNB-CU-UP and or the MB-SMF may co-exist, we think it will not make any impact for the gNB-CU-CP to configure the initialRX-DELIV IE to UE, since the value configured to UE can be much lower than the first received packet. According to the pervious discussion in RAN2 meeting, considering that PDCP packets arrive out of order, the initial count value can be set to much lower than the count of first received packet, e.g. lower 0.5 × 2[PDCP-SN-SizeDL–1] than the count of first received packet. In the current PDCP spec, the initial value of RX_DELIV for multicast MRB has been changed to depends on implementation, i.e. there is no restriction on the relationship of the configured value and the count of the first package. Then, the count value indicated from the gNB-CU-UP to the gNB-CU-CP can be used for the gNB-CU-CP to configure the initialRX-DELIV IE, the gNB-CU-CP needs to set the initialRX-DELIV IE lower than the value indicated from E1AP. The CU-CP can decide the decide the value of the initialRX-DELIV IE.
And also, MB-UPF never sends empty headers currently, which is a bad/subversive to MB-UPF and has many problems.
1) the MB-UPF has to transmit empty packets over M3mb for an inactive session, which will change the current behavior of the MB-UPF.
2) the gNB-CU-UP only can generate the value when receiving empty packets for all the mapped MBS QoS Flows to configure the value for a multicast MRB.
3) the MB-UPF has to send many empty packets to all gNBs when there is a new gNB joining in case of IP multicast transport. And the N4 interaction is always needed for UP solution, can be avoided for CP solution.
4) If MB-UPF cannot immediately send the special packet because it needs to wait to make sure that the gNB has made the IGMP join if multicast transport used.
All these problems are challenging for the MB-UPF. It is suggested to select control plane solution in RAN3, otherwise we may need to send LS to SA2 and CT4 and ask for their feedback.

	Samsung
	If UE based solution is not agreed. We prefer CP solution, just include the initial SN in the Distribution Response message for one time. 

	ZTE
	None.
Agree with Ericsson, if it can be decided by UE based on the first received packet when gNB can not configure a suitable initial value of DELIV, it will bring less spec modification and more flexibility.
RAN2 discussion is still open on this issue ([AT119bis-e][603][MBS-R17] UP corrections).

	Qualcomm
	If RAN2 does not agree any changes, we have slight preference to UP based solution than CP based solution. Probably we can also send LS to CT4/SA2 about both solution options and they can indicate any preference. 




[bookmark: _Hlk48316210][bookmark: _Hlk37966924]Moderator’s summary:
A large majority of companies agree with a RAN3 solution (5 companies) and 2 companies prefer a RAN2 solution (UE initializing itself its lower bound PDCP window) and propose to wait the end of RAN2 discussions.  
Proposal 1: see Q2. Continue discussion at next meeting.

Correction of admission control
Tdocs R3-225449 and R3-225532 propose to clarify the handling of gNB receiving the Activation Request message.
The main difference seems to be:
· According to R3-225449, admission control is always run by gNB when receiving Activation Request
· According to R3-225532: admission control may or may not be run depending on if the gNB had kept the radio resources during deactivation, at least for some time when the activation request comes in. This is to allow flexibility for gNB to not necessarily immediately release the radio resources at deactivation time.
It should be recalled as background, as acknowledged by the two papers that RAN3 had already taken an agreement at RAN3#114bis, after “difficult” discussions on this topic, which is:
Perform admission control at session activation, if needed, and RAN node either accept the activation by sending session activation response message or reject the activation by sending activation failure message.

Q4: what is your view on this correction? Do we need a correction? If yes in which direction?   
	Company
	Comment

	Nokia
	We support the direction of R3-225532 for flexible implementations. 
We should leave the flexibility to gNB implementation to release or not radio resources at deactivation time. For example, the gNB could decide to not immediately release the radio resources so that if activation request comes soon after it doesn’t have to reconfigure all UEs again with the MRB resources (avoid a peak of RRC reconfigurations for all connected UEs).
Concerning stage 2 TS 23.247, it should also be noticed that step 6/7 of section 7.2.5.3 of TS 23.247 for deactivation does not mandate to release radio resources at deactivation. The only mention to releasing the radio resources in TS 23.247 is informative in the definition of state in section 4.3 which uses the present tense for describing a typical MBS session state which does however not constitute a mandatory behavior.  

	Ericsson
	having read through the papers we propose the following approach:
avoid using the term “admission control” but rather rely on the terms we have introduced already: “activate” and “deactivate”:
In NGAP, the statements would then be like (text replacing what we propose in R3-225448 in pseudo revision marks)
Activation:
Upon receipt of the MULTICAST SESSION ACTIVATION REQUEST, if the NG-RAN node is able to activates the previously requested MBS session resources corresponding to the MBS session indicated in the MULTICAST SESSION ACTIVATION REQUEST message it shall and indicates in the MULTICAST SESSION ACTIVATION RESPONSE message for which MBS session the request was fulfilled.
If the NG-RAN node cannot activate the previously requested MBS session resources indicated by the MULTICAST SESSION ACTIVATION REQUEST message, it shall respond with a MULTICAST SESSION ACTIVATION FAILURE message with an appropriate cause value
Deactivation: (for reference only, no changes, but it shows that we indeed agreed on the mandate of “deactivating” resources.) This text actually describes very well the “state” within which a gNB should be for deactivated multicast sessions.
Upon receipt of this message, the NG-RAN node shall deactivate the previously requested MBS session resources corresponding to the MBS session indicated in the MULTICAST SESSION DEACTIVATION REQUEST message if the MBS resources are active and shall indicate in the MULTICAST SESSION DEACTIVATION RESPONSE message for which MBS session the request was fulfilled.
This of course has repercussions on F1AP as well: one cannot claim that resources might be in a semi-configured/admitted/whatever state and there are no impacts on the gNB internal interfaces; we know that this has to be discussed together with the papers part of the other CB but we bring it here as we regard this as a package to be agreed:
Activation/Deactivation at Multicast Context Modification (editing our CR in R3-225449):
If the MBS Session Status IE set to "activated” is included in the MULTICAST CONTEXT MODIFICATION REQUEST message if the gNB-DU is able to shall activate respective MBS Session Resources it shall respond with the MULTICAST CONTEXT MODIFICATION RESPONSE message. If the MBS Session Status IE set to "deactivated” is included in the MULTICAST CONTEXT MODIFICATION REQUEST message the gNB-DU shall deactivate respective MBS Session Resources.
Activation at Multicast Context Setup (not along what we propose in CR in R3-225449):
Our CR does not provide the possibility to establish the MC Context in the DU w/o MRB contexts being setup. Probably that is fine. We only leave it open whether NG-U tunnels are setup.
But I guess we should have some procedure text introduced in successful and unsuccessful sub-sections: 
If the MBS Session Status IE in the MULTICAST CONTEXT SETUP REQUEST message is set to "activated” and the gNB-DU is able to activate respective MBS Session Resources it shall respond with the MULTICAST CONTEXT SETUP RESPONSE message.
The unsuccessful text could stay as it is, but we should emphasize that the context shall not be regarded as established, if the “status” was set to “activated” and activation fails:
If the gNB-DU is not able to establish the MBS session context as requested it shall consider the procedure as failed and reply with the MULTICAST CONTEXT SETUP FAILURE message.
We hope everyone is happy with this compromise.

	CATT
	We support the change in R3-225449.
The compromised solution proposed by E/// is also acceptable.

	Huawei
	Agree with the consideration and analyses from Nokia. and also, be glad to see the compromise from Ericsson about NGAP, while it seems the ‘activate’ is just the condition for indicating successful response. we prefer to keep the ‘activate’ is action in text description, therefore maybe better to use Nokia’s wording.
For the comment from E/// on F1AP, so far, we do not see the need to introduce session status from CU to DU, and it is subject to the CB 10 discussion, no need to discuss it here.

	Samsung
	We are fine to say the NG-RAN shall perform admission control. Even simply checking, it is also a kind of admission control.

	ZTE
	one of the proponent of R3-225449. 
also fine with the compromised solution from Ericsson, although such "is able to" & "can not" is also a kind of "admission control".
same view with HW that we can leave F1AP to CB10.

	Qualcomm
	We are fine with R3-225532 wording to allow flexible implementation. Glad to see Ericsson compromise as well .



Moderator’s summary:
Large majority agree to leave F1AP aspects to CB10 but some companies think there is a link. On NGAP aspects there is no consensus what “activate the resources” mean. It is proposed to take this discussion online taking also into account the outcome of CB10. 
Proposal: discuss online the admission control at activation time: whether admission control is always run by gNB when receiving Activation Request, or, admission control may or may not be run depending on if the gNB had kept the radio resources during deactivation.

Correction of User Inactivity cause value
Tdoc R3-225471 proposes to update the semantic description of the cause value “user inactivity” used when triggering NG release request in order to account for MBS session MRB traffic as well.
Q5: are you OK/NOK with the proposal in R3-225471?  

	Company
	Comment

	Nokia
	NOK
This proposal has already been discussed and it was pointed out that decision to release NG should not depend on actual traffic on MBS sessions.

	Ericsson
	38.300 §16.10.5.2 describes the conditions under which a UE that has joined a session is allowed to be sent to IDLE/INACTIVE. If this has to be reflected in the cause value, a simple reference should be provided instead of repeating that text. If that text does not comply with (our) RAN3 view, then we should liaise to RAN2, as it appears that this section is not within RAN3’s responsibility. Sending UEs to IDLE during an active multicast session sounds indeed “unusual”, to say the least.

	CATT
	[bookmark: OLE_LINK12][bookmark: OLE_LINK13][bookmark: OLE_LINK14]We understand the issue raised in R3-225471.It is not reasonable to release the NG connection when the UE is still receiving multicast service. However, we think maybe rewording is needed. Such like, The action is requested due to user inactivity on all PDU sessions and deactivation of interested multicast service.

	Lenovo
	Yes. According to current text, the gNB triggers UE context release request only considering the activity of unicast DRB regardless MRB. It is implied that that the gNB may trigger UE context release due to user inactivity when there is still ongoing multicast service, which is not correct.
We are open to discuss the wording as  proposed by CATT.

	Samsung
	Agree it is not correct to trigger UE context release when there is still on-going MC service in R17. In order not affect normal UE, agree with CATT’s comment, probably rewording is beneficial. Maybe we can write a separated sentence for MBS user. E.g. add a new sentence in the end. E.g. “for MBS user, this action is requested due to user inactivity on all PDU sessions and all MBS multicast sessions.”

	ZTE
	open to discuss the wording as proposed by CATT.
it depends on latest CR discussion on 38.300 (when there is no multicast data(temporarily) to be sent, whether UE can transition to RRC_IDLE). 
do we need to wait for RAN2 progress?

	Qualcomm
	In our understanding, when Multicast session is deactivated and if there is no Unicast ongoing data, gNB can either send UE into IDLE or INACTIVE state. When Multicast session is active and if there is intermittently no Multicast data, sending UE into INACTIVE state is OK. 
Refer to R2-2209866.
With this, we are OK with updated wording proposed by CATT.



Moderator’s summary:
Majority of companies think it is useful to have a clarification on the semantics, but text needs re-wording.
Proposal: Lenovo to circulate update of R3-225471 and to be checked during GTW session. 

Correction of MBS Broadcast Restart
This topic was started at last RAN3#117 and marked as to be continued. The use case is that broadcast delivery is failed in a gNB due to either:
·  Failing the broadcast setup.
· MBS session pre-empted after successful setup (broadcast release required).
At last RAN3#117, the discussion turned out to which node should try to trigger a restart (AMF or MB-SMF) and when to trigger? A majority of companies felt the clarification useful but the proposal made was AMF re-starting and majority preferred MB-SMF restarting. Tdocs R3-2255223/23 at this meeting are therefore updated according to the majority view to clarify a restart from MB-SMF.
At this meting we would like to therefore consider the following options, in a gradual (increasing) manner:
· Option 1: have only some clarification text clarifying which node does the restart (O1)
· Option 2: have O1 + add a time to wait in the message (container) towards MB-SMF to guide the retransmission timing (O2)
· Option 3: have O1 + add a new “resume” procedure when gNB can signal when it recovers from congestion (O3).

Q6: which option do you prefer?  
	Company
	Comment

	Nokia
	We prefer O2.
The cleanest way is O3 but is a bit late to add a new procedure in R17. O2 at least prevents the restarting node to make many useless retries (same concept existing already as RRC release reject for example or some other procedures).

	Ericsson
	We do not agree to any of these options.
We have doubts that the Time To Wait, which was introduced to control establishment/update of configuration of interface instances is applicable for Session Resource control, regardless whether this is for PDU or MBS Sessions. To immediately re-try or to adapt to the repeatedly negative responses of RAN should be part of a reasonable implementation. Negative response should be only in case not even a single cell can provide resources - the smaller the service area the less the impact on NG-RAN (if scalability is an issue at all). It would be also interesting to know what the actual inter-operability issue would be w/o this change.

	CATT
	We still think nothing broken without any of the above change. Maybe it could be discussed in TEI18 as enhancement.

	Lenovo
	O2 is acceptable to us.

	Huawei
	Prefer O2.

	Samsung
	Share the same view as Ericsson. For the resource limitation, the NG-RAN doesn’t indicate time to wait to the 5GC. Currently, only for the interface management procedure, like Configuration Update, the NG-RAN can notify the time to wait to the 5GC, not because of the resource limitation.

	ZTE
	Same view with Ericsson and Samsung.
time to wait to the 5GC is only for the interface management procedure instead of resource allocation.

	Qualcomm
	O2 is OK.



Moderator’s summary:
4 companies are OK with the CR and 4 companies think the proposed CR is not needed.
Proposal: Note the CRs.

Correction of MBS data forwarding
Tdoc R3-225524/R3-225525 explain that the R17 requirement of minimization of packet loss is currently only fulfilled when source gNB and target gNB have same QoS flow-MRB mapping, but NOT fulfilled for the case where QoS flow-MRB mapping is different at source gNB and target gNB. Even though minimization of packet loss in this case cannot be as good as when flow-MRB mapping is same at source gNB and target gNB, data forwarding would still minimize the data loss as per Rel-17 requirement.
Q7: are you OK with this correction and if OK/NOK explain why?  
	Company
	Comment

	Nokia
	OK
Minimizing packet loss is a requirement of Rel-17 to be fulfilled in all cases. 
Therefore, the proposal should be agreed even if the packet loss cannot be minimized as much as the case when the source gNB and target gNB have same flow-MRB mapping.


	Ericsson
	We do not agree to the necessity of this change
MRB is not DRB, MBS Sessions are not PDU Sessions, even though they rely on the same QoS model. However, we have introduced a lot of functionality to make sure that the source and target node apply the same mapping. If now the mapping is different and one does not do data forwarding and mobility cannot be lossless, what is the point in doing data forwarding.
One can also state with honesty, that this CR is not a correction, because there is nothing to be corrected.

	Huawei
	Agree.
It is useful to allow data forwarding per MBS session for this case. 

	ZTE
	NOK, we don't think data forwarding is much useful for packet loss, eventually there will be packet loss in a more general case (where mapping is not aligned)

	Qualcomm
	Agree



Moderator’s summary:
3 companies are OK, 2 are NOK. However, the moderator notes that the arguments for NOK are that lossless is not required. This seems to miss the reason for change of the CR which is not to ensure packet loss, but to satisfy the WID requirement that data loss should be minimized.
Proposal: continue second round, taking above remark into account.

Correction of NID
According to current TS 23.247 in SA2 specification and TS 38.413 RAN3 specification the R17 MBS is supported for SNPN. This has been achieved by adding the NID in the MBS session ID.
[bookmark: _Toc105174284][bookmark: _Toc99123606][bookmark: _Toc99662411][bookmark: _Toc106109282][bookmark: _Toc105152478][bookmark: _Toc107409740]XXX	MBS Session ID
This IE uniquely identifies the MBS Service.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	TMGI
	M
	
	OCTET STRING (SIZE(6))
	Encoded as defined in TS 23.003 [23].

	NID
	O
	
	XXX
	



Tdoc R3-225657 points out that RRC specification seems not aligned with stage 2 requirement of SA2 and RAN3 specifications because the NID is not included in the MBS-sessionInfo-r17
MBS-SessionInfo-r17 ::=          SEQUENCE {
[bookmark: _Hlk114440852]    mbs-SessionId-r17                TMGI-r17,
    g-RNTI-r17                       RNTI-Value,
    mrb-ListBroadcast-r17            MRB-ListBroadcast-r17,
    mtch-SchedulingInfo-r17          DRX-ConfigPTM-Index-r17                     OPTIONAL, -- Need S
    mtch-NeighbourCell-r17           BIT STRING (SIZE(maxNeighCellMBS-r17))      OPTIONAL, -- Need S
    pdsch-ConfigIndex-r17            PDSCH-ConfigIndex-r17                       OPTIONAL, -- Need S
    mtch-SSB-MappingWindowIndex-r17  MTCH-SSB-MappingWindowIndex-r17             OPTIONAL  -- Need R
}

Two options are proposed in R3-225657:
· Option 1: Change SA2 and RAN3 specifications and say that MBS is not supported in Rel-17 for SNPN (e.g. state in RAN3 specification that NID is not used in this release). 
· Option 2: Fix the uncomplete MBS session ID in RRC specification
Tdoc R3-225657 seems to prefer option 2 because making RRC changes now “may make the compatibility issues for the legacy R17 UE”. The moderator needs to say here that this assumption should rather be checked by RAN2 because one could claim that, to the opposite, MBS is a R17 feature therefore doing the fix in R17 has less risk of backwards compatibility issue that adding this is R18, and also assume that RAN2 has suitable backwards compatible extension mechanism. Besides, only RAN2 has the expertise to judge the difficulty to add the NID.
The moderator therefore would like to introduce a third option as follows:
· Option 3: no decision at this meeting but urgent LS sent to RAN2 to have them first confirm whether or not MBS for SNPN is not supported in their R17 specification and whether they see it feasible or not to align with stage 2 at this stage i.e. backwards compatibility aspect.
 
Q8: what is your view on this issue and preferred option for the way forward?  
	Company
	Comment

	Nokia
	Option 3
We think we must have RAN2 first confirm whether they comply or not with stage 2 TS 23.247, and if not this is rather a RAN2 issue in our view. Therefore, RAN3 should not take decision on behalf of RAN2 but just report the detected issue and let RAN2 decide.

	Ericsson
	We do not agree that something is wrong with the current RRC specification and any action needs to be performed, and we agree with Nokia that it should be RAN2 who takes an action, if at all.
When looking into the encoding of TMGI-r17 in 38.331, one can see that the “network part” of the TMGI it is encoded either as a reference to SIB1 by means of the plmn-Index (a number which may point to an SNPN ID entry in SIB1) or as an explicit PLMN value which in Rel-17 does not contain a NID. So, nothing is broken in Rel-17, it is just that the SNPN ID needs to part of SIB1 to be able to be referenced by a plmn-Index.
for illustration the definition in RRC:
TMGI-r17 ::=                     SEQUENCE {
    plmn-Id-r17                      CHOICE {
        plmn-Index                       INTEGER (1..maxPLMN),
        explicitValue                    PLMN-Identity
    },
    serviceId-r17                    OCTET STRING (SIZE (3))
}


	CATT
	Option 1 or option 3.
We do not think RAN2 could support SNPN by means of plmn-index since in SIB1,PLMN list and SNPN list is two independent IE.

	Lenovo
	Option 1 or option 3

	Huawei
	Option 1 or option 3. 
We believe that MBS for SNPN is not supported in their R17 specification. 
Firstly, it is unclear in current RRC specification whether the plmn-Index in TMGI is referred to both plmn-IdentityInfoList and npn-IdentityInfoList fields included in SIB1, which has not been descripted yet. In other places, the plmn-IdentityIndex is usually descripted clearly.
Even through the plmn-Index in TMGI can be expressed as the index of the PLMN or SNPN across the plmn-IdentityInfoList and npn-IdentityInfoList fields included in SIB1, it still doesn’t work for MBS with SNPN now. In the RAN2#119 meeting, there was agreement that “When UE reports plmn-index in the MII, the source gNB decodes the MII, translates the plmn-index to explicit PLMN ID and replaces the plmn-index with the explicit PLMN ID when sending MII to target gNB.”. Based on this, TMGI in MII message will be sent to target gNB using explicit PLMN ID, which will avoid the misunderstand by target gNB without SIB1 of source gNB. The NID in TMGI will be lost when translate the plmn-index to explicit PLMN ID, the target gNB will be confused for the TMGI (include only PLMN ID, not NID) included in MII received from source gNB.
Thus, SNPN cannot work for R17 MBS based on current RRC specification. We are fine to LS to RAN2 to notify this issue. And R3-225686 given the draft LS to RAN2, companies are welcome to provide comments, if any.

	Samsung
	Option 1. 

	ZTE
	option 1 is preferred.
how gNB and how UE on Uu is going to utilize this parameter NID, is unclear.
- no description in 413 is found for NID in the MBS Session ID
- no stage 2 discussion was carried out during the whole Rel-17.
we shall stop the discussion here, i.e.,  to follow option 1.

	Qualcomm
	We disagree to make any RAN3 changes for NID. This is aligned with SA2 as well.
We fully agree with Ericsson and Nokia.
In RRC, there is no need to indicate NID for TMGI. When UE registers, it know SNPN Identity (NID) in NAS signaling. From SIB1, UE gets to know NID and PLMN. UE already knows it is receiving serving from a specific SNPN and no need to add NID as part of TMGI again in RRC. Probably some stage-2 clarification is enough. But this can be discussed in RAN2. 
If really needed, we are OK to send LS to RAN2 to add necessary clarification for SNPN case. 



Moderator’s summary:
There are still doubts whether the issue is valid or not and moderator notes that this is mostly a RAN2 issue. 
Proposal: Discuss online whether the issue that RAN2 does not support MBS for SNPN is valid and, if yes, whether this should not be addressed directly in RAN2.

Correction of Broadcast services over Xn
Tdoc R3-225718 proposes to exchange the Ongoing Broadcast Session ID list in the Served Cell Information NR IE over Xn Setup/RAN Configuration Update.
This is to comply with the requirement of RAN2 to broadcast over MCCH the neighbour cell list in which the broadcast service in the serving cell is also ongoing as highlignted in green color below:
mbs-SessionInfoList-r17               MBS-SessionInfoList-r17,
    mbs-NeighbourCellList-r17             MBS-NeighbourCellList-r17                                            OPTIONAL,   -- Need S
    drx-ConfigPTM-List-r17                SEQUENCE (SIZE (1..maxNrofDRX-ConfigPTM-r17)) OF DRX-ConfigPTM-r17   OPTIONAL,   -- Need R
    pdsch-ConfigMTCH-r17                  PDSCH-ConfigBroadcast-r17                                            OPTIONAL,   -- Need S
    mtch-SSB-MappingWindowList-r17        MTCH-SSB-MappingWindowList-r17                                       OPTIONAL,   -- Need R
    lateNonCriticalExtension              OCTET STRING                                                         OPTIONAL,
    nonCriticalExtension                  SEQUENCE {}                                                          OPTIONAL
}

Q9: are you OK with this correction and if OK/NOK explain why?  
	Company
	Comment

	Nokia
	OK
We think this is a critical CR.
If not agreed how would serving cell learn at any point in time whether its ongoing services are also delivered in its neighbour cells (other gNBs)? This is dynamic information and therefore O&M is not good for that. 
If the serving cell cannot learn, the broadcast foreseen by RAN2 towards the UE cannot be done which means that UEs will have service disruption at change of gNB/cell (i.e. UEs will not be able to anticipate that their ongoing service is not MBS supported in target cell in order to trigger on time unicast reception in replacement).

	Ericsson
	reading through the semantics of the RRC IE we see interesting statements made:
mbs-NeighbourCellList
[bookmark: OLE_LINK116][bookmark: OLE_LINK117][bookmark: OLE_LINK118]List of neighbour cells providing MBS broadcast services via broadcast MRB. … 
When the field mbs-NeighbourCellList is absent, the current serving cell does not provide information about MBS broadcast services in the neighbouring cells, i.e. the UE cannot determine the presence or absence of an MBS service in neighbouring cells based on the absence of this field. 
So, there is a way to provide correct information to UEs on gNB borders by not providing any information at all. This is not ideal, but nothing would be broken. 
Of course this can be tackled, but probably not in Rel-17.
The reason for change says: However there is no mechanism for the NG-RAN node to know in which cell the broadcast service is ongoing [which is not entirely true, it is restricted to cells in neighbouring nodes.]
As a general comment, we don’t agree on introducing additional information in a procedure which may result in a lot of signaling, a procedure that rather reflects exchange of semi-static information and which was not meant to be used for such purpose. The Served Cell Information NR in the Xn Configuration Update procedure is, as we believe, simply the wrong place in XnAP. What if Xn is not available? Wouldn’t it be better to leave things as they are in Rel-17 and postpone this topic to Rel-18, if at all something needs to be done?

	CATT
	OK
We could not agree with E///.If following the way proposed by E///, it is completely useless for RAN2 to introduce this IE. Then we have to contact RAN2 on that.

	Lenovo
	We have discussed it before. 
We will follow majority’s view😊

	Huawei
	Ok
Share the view with Nokia. 
Although it introduces signaling overhead, it is useful to determine the mbs-NeighbourCellList. If it is inaccurate, the UE cloud not request unicast reception of the service before moving to a cell not providing the MBS broadcast service(s), as specified in TS 38.300 section 16.10.6.5.1.

	Samsung
	Ok. gNB can know the neighboring cell supporting status from the service area, but it is not accurate since the neighboring may reject the Session Setup. 

	ZTE
	we agree that this is something nice to have.
however such optimization is not found in X2 interface for LTE eMBMS. it might be due to the signaling overhead, or any other reason.
we slightly prefer not having such enhancement.
without inter gNB signaling, RAN2 design still works, at least among cells inside one gNB.

	Qualcomm
	Fully Agree.
The intention in RAN2 to specify this neighbor cell list is to provide assistance to UE and is very much needed for UE optimization. Just because of Xn signaling changes, if we don’t agree this, then RAN2 Uu signaling is useless. This was agreed in RAN2 after long good discussion. We don’t see any good technical reason for not doing this enhancement in RAN3.
Agree with Nokia, CATT, Huawei.



Moderator’s summary:
Large majority of companies (5 companies) think the change is needed. 1 company follows the majority (which makes 6 companies in favour of the CR) 1 company slightly prefer no. and one company prefer no. The company saying “no” argues that nothing is broken if nothing is broadcast, but actually the feature of 38.300 section 16.10.5.1 would be broken because if UE receives nothing, by default it has to assume that service is broadcast (because otherwise would uselessly turn to unicast) and if the service is really not broadcast then UE cannot anticipate to start unicast on time meaning that the feature 16.10.5.1 is broken. Therefore, the argumentation seems not valid.
Proposal 2: agree CR in R3-225718.

Correction of minimization of data loss and duplication avoidance during mobility non-supporting to supporting
For mobility from MBS non-supporting gNB to MBS-supporting gNB, currently in TS 38.300, it is said that:
· [bookmark: OLE_LINK20][bookmark: OLE_LINK21]Minimization of data loss and duplication avoidance may be applied by means of identical MBS QFI SNs received over both the shared NG-U and the unicast NG-U tunnels.
[bookmark: OLE_LINK23][bookmark: OLE_LINK22]But in case PDU Session level data forwarding is performed from MBS non-supporting source gNB to the MBS-supporting target gNB, upon receiving the QFI SN for each forwarded SDAP SDU, the target gNB is able to minmize data loss and avoid duplication not only the data packets received from shared NG-U and the unicast NG-U tunnels, but also the data packets received from the Xn-U data forwarding tunnel.
Therefore, tdoc R3-225655 proposes to clarify that the minimization of data loss and duplication avoidance, may also be applied by means of identical the MBS QFI SN received over the shared NG-U, the unicast NG-U, and the unicast Xn-U tunnels.
Q10: are you OK with this correction?  
	Company
	Comment

	Nokia
	OK

	Ericsson
	This discussion is related to the question to which interface user plane resources for direct data forwarding resources belong to: NG?Xn? Any interface at all? 
If this is about Xn HO, to our understanding, switching to MRB takes place after handover. Whether forwarded packets are still processed and where those forwarded packets actually come from is of no importance after handover. 
If this is about NG HO, we think it is better to rather rephrase the whole sentence as follows: (pseudo revision marks, no deletions shown):
And for NG handover, the SMF provides the MBS Session IDs joined by the UE to the target gNB by means of NGAP Handover Request. Minimization of data loss and duplication avoidance may be applied by observing MBS QFI SNs received over shared NG-U tunnel against those received over unicast NG-U tunnels or forwarding tunnels.


	CATT
	Nok.
[bookmark: OLE_LINK18][bookmark: OLE_LINK19]Since we are talking about handover from non supporting to supporting,it means the source legacy NG-RAN node could not identify the new MBS QFI SN included in the GTP-U extension header.Then it is not possible for the legacy source NG-RAN node to include MBS QFI SN when do the data forwarding.Thereby, Minimization of data loss and duplication avoidance between the data packets received from the Xn-U data forwarding tunnel and shared NG-U tunnel is could not be supported.


	Huawei
	We support this CR.
We should allow the gNB to also use the data forwarding data (if any) to do the minimization of data loss and duplication avoidance. 
The updated text from E/// is also fine for us.

	Samsung
	Nok.

	ZTE
	Agree with CATT.
Please note text from Ericsson is about NG HO which has nothing to do with Xn interface.

	Qualcomm
	Agree, 
we are fine with Ericsson suggestion.



Moderator’s summary:
3 or 4 companies are OK with this CR with some rewording, 3 companies are NOK. 
Proposal: let us have a second round since clarification seems needed.


Second Round

Moderator’s summary:
Majority of companies think …
Proposal 2: TP...




Conclusion
The following is proposed:
Proposal 1: TP...
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