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1	Introduction	
The Work Item “Artificial Intelligence (AI)/Machine Learning (ML) for NG-RAN” was approved for Rel-18 at the 3GPP TSG RAN #94E meeting and updated in [1]. 
Based on the conclusions of the Rel-17 SI, the objective for Rel-18 WI is to Specify data collection enhancements and signalling support within existing NG-RAN interfaces and architecture (including non-split architecture and split architecture) for AI/ML-based Network Energy Saving, Load Balancing and Mobility Optimization. (RAN3)
Then in last RAN3#117e-meeting, some initial progress achieved for the WI but still there are some open issues that did not discuss nor achieve consensus. In this contribution, we provide our views on these open issues. 
2	Discussion
During the Rel-17 study phase of AI/ML for NG-RAN, three high prioritized use cases, i.e., the AI/ML-based Network Energy Saving, Load Balancing and Mobility Optimization, were studied and solutions were captured in TR37.817 [2]. In last RAN3#117e-meeting, some initial progress achieved, and following are some open issues needs further discussion:
· Model output validity time
· Other granularity of UE trajectory prediction over Xn interface 
· The details of performance information from target NG-RAN for feedback of AI/ML-based Mobility Optimization
·  Current/predicted UE traffic

1) Model output validity time
The model output validity time is to indicate the applicative time for the results obtained from AI/ML model, it might be a time period or time point for predicted decision. The validity time was discussed during the SI and in last RAN3#117e- meeting, and it was agreed that validity time for a prediction is used as a local node model output without standards impact, but no consensus on whether validity time needs to be transferred over Xn interface.
The proponents deemed that without such information, the results may not benefit to the RAN if applying it to a misplaced time. Only when the decision would be done in the determined time, the function is valuable. However, opponents thought it is unnecessary since the received output information is valid till a new version of such information is received. Furthermore, if the output information is prediction type, the output information would be reported periodically, which implicitly indicate the validity time.
In our understanding, the information of the model output validity time is not necessary for aperiodic model output, since when new version of such information is received, the old one becomes invalid. As for periodical output, the valid time could be the periodicity of the model output.
Proposal 1: The model output validity time could be introduced for periodical output, and the valid time could be the periodicity of the output.

2) Other granularity of UE trajectory prediction over Xn interface
In last RAN3#117 meeting, it was agreed that Predicted cell-granularity UE trajectory can be exchanged over Xn for AI/ML based mobility optimization. And other granularity of UE trajectory, and how UE trajectory computation and representation over Xn needs to be further discussed.
In our understanding, the predicted UE trajectory from source node to target node could be used for the subsequent mobility optimization. For example, UE trajectory prediction could predict the UE’s locations for a future period of time. The target RAN node may use the predicted UE trajectory prediction after UE moves to the target RAN node. Therefore, besides the cell-granularity UE trajectory, beam-level UE trajectory is also helpful, e.g., to configure the association between the RACH resources and beam(s), i.e., SSB(s) or UE-specific CSI-RS configuration(s).
So, we propose that:
[bookmark: _Hlk115198743]Proposal 2: Predicted beam-granularity UE trajectory can be exchanged over Xn interference for AI/ML based mobility optimization.
3) Details of performance information from target NG-RAN for feedback of AI/ML-based Mobility Optimization
During SI, performance information from target NG-RAN used as feedback of AI/ML-based Mobility Optimization was discussed, but details on the performance information was diverse:
· UE performance affected by the model inference action (e.g. handed-over UEs), including bitrate, packet loss, latency; system KPIs (e.g. throughput, delay, RLF of current and neighboring NG-RAN node). 
· Handover performance observed at a target, UE Configuration received by a UE or a group of UEs at a target, etc. 
· Merge with the first feedback item agreed in the TR as “Performance information from target NG-RAN, including QoS parameters such as throughput, packet delay of the handed-over UE”
· [bookmark: OLE_LINK2]This item can be removed as the 2 existing feedback items agreed (“QoS parameters such as throughput, packet delay of the handed-over UE, etc.” and “Resource status information updates from target NG-RAN”) already cover sufficient performance feedback. 
In our understanding, the performance information consists of two parts: the performance of handed-over UEs and NG-RAN, and the existing feedback items in the TR QoS parameters of the handed-over UE and Resource status information updates from target NG-RAN have covered the performance information. So, we can remove the item “performance information from target NG-RAN” from the feedback of AI/ML-based Mobility Optimization.
Proposal 3: Remove the item “performance information from target NG-RAN” from the feedback of AI/ML-based Mobility Optimization.

4) Current/predicted UE traffic
Current and predicted UE traffic was discussed during the SI phase but not captured in the TR. In our understanding, the UE traffic information is beneficial for target node to prepare necessary resource for the UE, e.g., configure CA or DC for the UE with high traffic. Furthermore, the existing UE Aggregate Maximum Bit Rate or UE Slice Maximum Bit Rate List IE in HANDOVER REQUEST message could be reused to indicate the UE Aggregate Maximum Bit Rate or UE Slice Maximum Bit Rate in both the downlink direction and the uplink direction.
Proposal 4: Reuse existing UE Aggregate Maximum Bit Rate or UE Slice Maximum Bit Rate List IE in HANDOVER REQUES to obtain the UE’s traffic information from neighbouring node.

3	Summary
In this contribution, we provide our views on open issues that left to be discussed during R18 normative work. Following proposals are made:
Proposal 1: The model output validity time could be introduced for periodical output, and the valid time could be the periodicity of the output.
Proposal 2: Predicted beam-granularity UE trajectory can be exchanged over Xn interference for AI/ML based mobility optimization.
Proposal 3: Remove the item “performance information from target NG-RAN” from the feedback of AI/ML-based Mobility Optimization.
Proposal 4: Reuse existing UE Aggregate Maximum Bit Rate or UE Slice Maximum Bit Rate List IE in HANDOVER REQUES to obtain the UE’s traffic information from neighbouring node.


4	Reference
[1] 	3GPP RP-220635, “Revised WID: Artificial Intelligence (AI)/Machine Learning (ML) for NG-RAN”, CMCC, Ericsson
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