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1	Introduction
[bookmark: _Hlk85061506]In this contribution we discuss how a given NG-RAN node may understand the AI/ML functionalities hosted by a neighbouring NG-RAN node to be able to reliably utilize the provided model inference. Subsequently, we address the following FFS from the last meeting:
Further discuss on whether exchange the AI/ML capability over Xn interface and the detailed capability.
[bookmark: _Hlk90546851]2	Discussion 
In the last meeting the issue of exchanging an AI/ML capability between neighbours was brought up. Some companies proposed that AI/ML Capability needs to be exchanged between NG-RAN nodes before requesting data collection, otherwise a NG-RAN node may not be able to provide a prediction requested by a neighbour. Some companies also proposed to introduce separate AI/ML capabilities of supporting different use cases. However, in RAN3 the meaning of an AI/ML Capability has not been discussed or defined. 
Observation 1: AI/ML Capability has not been discussed or defined in RAN3.
In our understanding, an AI/ML Capability could define what an ML Model can optimize and what are the supported outputs at a given time as a function of the provided input. This input corresponds to some of the attributes associated to the data of inference or training, for instance the time when a prediction is requested. For example, if we look at load prediction, an ML Model predicting load can support predicted PRB load and predicted Composite Available Capacity at a given time. This capability is dependent on the provided input to the model and also at the time of the request. For example, if predicted load is asked in 15 minutes the ML Model may be able to provide only predicted PRB load but if predicted load is requested in 24 hours then the ML Model could also support predicted Composite Available Capacity.
Observation 2: Defining an AI/ML Capability on the possible predictions that a node may provide could be useful.
On the other hand, in our view AI/ML Capability per use case would be different. First, indication of AI/ML capability per use case is not sufficient since a use case may involve several individual enablers e.g., a NG-RAN node may support AI/ML energy saving use case, but it may only support predicted resource status information and not predicted energy efficiency. 
Observation 3: Indicating AI/ML capability on a per use case basis does not provide information to a neighbour on whether individual ML Models, providing enablers for a use case, are supported. 
In addition, it seems to us that it should be up to a NG-RAN node to determine what algorithm it uses (a baseline algorithm or one based on AI/ML) for a given use case, e.g., for an Energy Saving action or for a Handover operation. A NG-RAN node does not need to know how a decision is produced at a neighbour. 
Observation 4: It should be up to a NG-RAN node to determine whether it uses AI/ML optimization for a certain use case or not and it does not need to indicate this information to neighbouring NG-RAN nodes.
It could be however useful that a NG-RAN node requesting prediction information from a neighbour knows what kind of predictions the neighbour supports at a given time.
Observation 5: If an NG-RAN node requests predictions from a neighbour then it could be useful that it knows which predictions are possible at a given time.
For example, even if a NG-RAN node can provide resource status predictions, it may provide predictions over a subset of possible predicted resource granularities. It may provide predicted radio resource status or predicted composite available capacity, but not other possible outputs (e.g., predicted TNL capacity indicator, predicted slice available capacity, predicted RRC connections). This could be due to several reasons including the unavailability of model inference corresponding to some predictions. Training an ML Model in the RAN may be very expensive in terms of resources required for a NG-RAN node. Depending on the available resources at a given time, an NG-RAN node may decide to support only subset of possible inference outputs. To also avoid wasting unnecessarily resources, it may not train (sufficiently) models for certain outputs that are not requested sufficiently by other nodes. Those outputs may be supported for example with a lower confidence. Last, a NG-RAN node may have detected that a ML Model currently in execution may need retraining. 
Observation 6: Even though an NG-RAN node may support predicted resource status, it may not be possible to provide all possible related granularities at all times. For example, a NG-RAN node may be possible to provide predicted radio resource status, but not predicted slice available capacity or other types of predicted load. 
We identify two possible ways of communicating the possible predictions that a NG-RAN node can provide to its neighbours:
a) A NG-RAN node requests model inference(predictions) from a neighbour without knowing in advance what are the possible granularities in the prediction that a neighbour may support.
This approach does not require any AI/ML capability indication or exchange between neighbouring nodes. The node requesting inference places an inference/prediction request towards its neighbour. If the requested inference(prediction) is not available at a neighbouring NG-RAN node, then the latter can respond with an error indication. 
b) A NG-RAN node requests model inference from a neighbour after receiving an AI/ML Capability from the neighbour on the model inference(predictions) it supports.  
Different NG-RAN nodes provide information to their neighbours with respect to the model inference they support at a given time, e.g., predicted resource status based on PRB or cell level granularity. Nodes, interested to receive specific inference output can request it from the supporting NG-RAN node. 
Observation 7: Two possible ways of communicating model output information can be identified:
a) A NG-RAN node requests model inference(predictions) from a neighbour without knowing in advance what are the possible granularities in the prediction that a neighbour may support.
b) A NG-RAN node requests model inference from a neighbour after receiving an AI/ML Capability from the neighbour on the model inference(predictions) it supports.  
In our view solution a) is simpler but leads to a “best-effort” approach where an NG-RAN node may or may not provide the inference needed by the requesting NG-RAN node. Also, with this solution a requesting node may ask for inference information that may not be supported with the requested granularity at the node hosting the AI/ML Model. For example a node may request PRB-level load prediction from a neighbour while the neighbour has only trained an AI/ML Model supporting cell-level load predictions. In this solution, there is no need to indicate AI/ML Capability.
On the other hand, solution b) is more complex but provides higher flexibility to allow neighbouring nodes to indicate specific output characteristics they can support and provide to their neighbours. This allows to fine-tune the output of an ML Model based on need from neighbour requests. For this solution, a node supporting AI/ML functionality would need to indicate in advance specific model output characteristics it can support in a way where only the supported outputs are indicated and no model implementation details are exposed. Indicating characteristics of model output information, does not expose the models supported by a NG-RAN node, making this approach suitable for multi-vendor operation. 
Observation 8: An NG-RAN node is required to receive the capabilities of an AI/ML model in terms of its inference outputs to be able to reliably consume the inference without being required to comprehend the detailed functionality underlying the design of the given AI/ML function/component.
Proposal 1: We support the option that a NG-RAN node requests model inference from a neighbour, after receiving an AI/ML Capability from the neighbour about the model inference characteristics(predictions) it supports.  
Proposal 2: RAN3 is invited to discuss the above two options a) and b) and decide whether an AI/ML Capability needs to be defined. 
3 	Conclusion
In this paper we make the following observations and proposals:
Observation 1: AI/ML Capability has not been discussed or defined in RAN3.
Observation 2: Defining an AI/ML Capability on the possible predictions that a node may provide could be useful.
Observation 3: Indicating AI/ML capability on a per use case basis does not provide information to a neighbour on whether individual ML Models, providing enablers for a use case, are supported. 
Observation 4: It should be up to a NG-RAN node to determine whether it uses AI/ML optimization for a certain use case or not and it does not need to indicate this information to neighbouring NG-RAN nodes.
Observation 5: If an NG-RAN node requests predictions from a neighbour then it could be useful that it knows which predictions are possible at a given time.
Observation 6: Even though an NG-RAN node may support predicted resource status, it may not be possible to provide all possible related granularities at all times. For example, a NG-RAN node may be possible to provide predicted radio resource status, but not predicted slice available capacity or other types of predicted load. 
Observation 7: Two possible ways of communicating model output information can be identified:
a) A NG-RAN node requests model inference(predictions) from a neighbour without knowing in advance what are the possible granularities in the prediction that a neighbour may support.
b) A NG-RAN node requests model inference from a neighbour after receiving an AI/ML Capability from the neighbour on the model inference(predictions) it supports.  
Observation 8: An NG-RAN node is required to receive the capabilities of an AI/ML model in terms of its inference outputs to be able to reliably consume the inference without being required to comprehend the detailed functionality underlying the design of the given AI/ML function/component.
Proposal 1: A NG-RAN node requests model inference from a neighbour, after receiving an AI/ML Capability from the neighbour about the model inference characteristics(predictions) it supports.  
Proposal 2: RAN3 is invited to discuss the above two options a) and b) and decide whether an AI/ML Capability needs to be defined. 
