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Introduction
There were some agreements for the following SON topics, as showed below
MRO for MR-DC SCG failure
Support MRO for SCG failure in EN-DC, NGEN-DC and NE-DC scenarios.
Take Stage 2 descriptions of PSCell change failure in TS37.340 as baseline for NE-DC SCG failure, and necessary updates can be added on top of it if needed.
Take Stage 2 descriptions of PSCell change failure in TS38.300 as baseline for NE-DC SCG failure, and necessary updates can be added on top of it if needed.
Take Stage 2 descriptions of PSCell change failure in TS37.340 as baseline for NGEN-DC SCG failure, and necessary updates can be added on top of it if needed.
Take Stage 2 descriptions of PSCell change failure in TS37.340 as baseline for EN-DC SCG failure, and necessary updates can be added on top of it if needed.
Whether to consider Case 4 and Case 5:
Case 4: after a successful inter-system inter-RAT handover from a first NG-RAN node to an E-UTRA node for voice fallback, the UE is handed over back to a second NG-RAN node from the E-UTRA node.
Case 5: the UE successfully performs inter-system inter-RAT handover from NR to E-UTRAN for voice fallback, but the handover is about to failure.
Whether/how to introduce failure type definition for inter-system inter-RAT HO from NR to E-UTRA for voice fallback in stage 2;
Whether to consider MRO enhancements for redirection for voice fallback;
Whether to enhance the RLF report to indicate there was no suitable E-UTRA cell post voice fallback failure;
Further discuss stage 3 specification impacts (e.g. network interface) to support MRO for inter-system handover for voice fallback;
Whether/how to introduce stage 2 descriptions of PSCell change failure in NGEN-DC scenario in TS36.300;
Whether/how to introduce stage 2 descriptions of PSCell change failure in EN-DC scenario in TS36.300;
Further discuss stage 3 specification impacts (e.g. network interface) to support MRO for MR-DC SCG failure.
MRO for CPAC
MRO for CPC and CPA based on the R17 NR-DC MRO solution
MRO for the fast MCG recovery
MRO for the fast MCG recovery: 
0. SCG fails or is deactivated when the UE attempts MCG recovery (i.e. a SCG failure/deactivation while T316 is running after MCG failure) 
0. the signalling delay is longer than the time the UE waits for the response (T316 expired); 
0. other problem are not precluded if legacy MRO mechanism cannot cope with it.
In this paper, for the agreed scenarios, we will give some potential solutions. Meanwhile, we also prefer to give our considerations on more potential scenarios for the above SON features.
Discussion
MRO for MR-DC SCG failure
Stage 2 impact on TS36.300
Whether/how to introduce stage 2 descriptions of PSCell change failure in NGEN-DC scenario in TS36.300;
Whether/how to introduce stage 2 descriptions of PSCell change failure in EN-DC scenario in TS36.300;
In last meeting, it was agreed to take the stage 2 description in TS 37.340 as baseline for (NG) EN-DC. For the possible stage 2 description to be introduced in TS 36.300 of PSCell change failure, it is desirable to give general and simple description and mainly refer to the existing description in TS 37.340. 
Proposal 1: Introduce the stage 2 description of PSCell change failure for (NG) EN-DC in TS36.300.
The possible TP is attached in the Annex 1.

Stage 3 impact
Further discuss stage 3 specification impacts (e.g. network interface) to support MRO for MR-DC SCG failure.
As indicated in the offline discussion summary [1], the SCG failure information reported by the UE is always encoded in the format of the MN RAT. For the NE-DC and (NG) EN-DC scenarios, the SN is in the different RAT from the MN. This implies that if the MN just forwards the SCG failure information from the UE to the SN, it is impossible for the SN to decode it.
To solve the problem, it requires the MN to translate the SCG failure information encoded in the MN RAT into the one in the SN RAT. One potential solution is to introduce the inter-node RRC message. In this way, the MN receives the SCG failure information encoded in the MN RAT, then re-organizes the information with the SN RAT format and finally sends the inter-node RRC message to the SN. In this way, the SN can successfully get the SCG failure related information and perform the analysis as R17 SN node.
Proposal 2: Send LS to RAN2 for the introduction of inter-node RRC message to forward the SCG failure information from the MN to the SN for NE-DC and (NG) EN-DC scenarios.
The possible LS is attached in the Annex 2.
Support for the Pre-R18 UE
As discussed in R17 for Pre-R17 UE, there is not any PSCell information in the legacy SCG failure information provided by the UE. If there was an intra-SN PSCell change, the MN cannot be aware of the procedure. To find the right PSCell, the MN will firstly try to send the SCG failure information to the failure PSCell. If there is no intra-SN PSCell change and the failure PSCell identifies the source PSCell should be responsible for the SCG failure, the failure PSCell responds to the MN. Subsequently, the MN resends the SCG failure information to the source PSCell for root cause analysis. 
For the Pre-R18 UE in case of NE-DC and (NG) EN-DC, the UE will not provide any information of the source PSCell or the target PSCell in the SCG failure information reported to the MN. It is an intuitive idea to reuse the R17 solution to find the right PSCell responsible for the SCG failure for the Pre-R18 UE.
Proposal 3: Support Pre-R18 UE and reuse the detection solution for Pre-R17 UE for EN-DC, NGEN-DC and NE-DC scenarios.
MRO for CPAC
In R17 NR-DC MRO solution is introduced for failure handling firstly and MRO secondly. Failure handling for SCG failure related to CPA/CPC follows the legacy SCG failure case: UE sends SCGFailureInformation message to MN. The MN handles the SCGFailureInformation message and may decide to keep, change, or release the SN/SCG. The measurement results according to the SN configuration and the SCG failure type may be forwarded to the old SN and/or to the new SN. 
In a conclusion, it is essential to distinguish SCG failure type related to CPA/CPC for supporting the forwarding of SCG failure information due to CPA/CPC execution failure. SCG failure types related to CPA/CPC still fall into roughly same categories as legacy PSCell change failure types do. CPA failure occurs due to too early CPA execution or triggering CPA execution to wrong PSCell. There are no such CPA failure type as too late CPA; CPC failure occurs due to too early CPC execution or too late CPC execution or triggering CPC execution to wrong PSCell. 

MRO for CPA


Fig. 1: Potential scenarios for triggering too early CPA execution
As shown in Fig 1, the potential Scenarios for triggering too early CPA execution are given as follows:
After UE receives CPA configuration:
Case1: The CPA condition is met but the CPA execution fails. 
Case2: The CPA condition is met and the CPA execution succeeds, and then an RLF occurs shortly after the successful CPA.
No suitable PSCell is found based on the measurements included in SCGFailureInformation reported from the UE.

Fig.2: Potential scenarios for triggering PA execution to wrong PSCell
As shown in Fig 1, the potential Scenarios for triggering CPA execution to wrong PSCell are given as follows:
After UE receives CPA configuration:
Case1: The CPA condition is met but the CPA execution fails. 
Case2: The CPA condition is met and the CPA execution succeeds, and then an RLF occurs shortly after the successful CPA.
A suitable PSCell different with target PSCell is found based on the measurements included in SCGFailureInformation reported from the UE.
Proposal 4: It is proposed to confirm whether there is only two CPA failure type, i.e. too early CPA execution, and CPA execution to wrong PSCell.
Proposal 5: It is proposed to confirm whether the scenarios in figure 1 and figure2 cover too early CPA execution and CPA execution to wrong PSCell respectively.
MRO for CPC


Fig.3: Potential scenarios for too late CPC
As shown in Fig 3, the potential Scenario for too late CPC execution is given as follows:
After the UE receives CPC configuration:
Case1: An SCG RLF occurs after the UE has stayed for a long period of time in the PSCell. 
A suitable different PSCell based on the measurements included in SCGFailureInformation reported from the UE.

Fig.4: Potential scenarios for too early CPC
As shown in Fig 4, the potential Scenario for too early CPC execution is given as follows:
After the UE receives CPC configuration:
Case1: The CPC condition is met but the CPC execution fails. 
Case2: The CPC condition is met and the CPC execution succeeds, and then an SCG RLF occurs shortly after the successful CPC.
Source PSCell is still the suitable PSCell based on the measurements included in SCGFailureInformation reported from the UE.


Fig.5: Potential scenarios for triggering CPC execution to wrong PSCell
As shown in Fig 5, the potential Scenarios for triggering CPC execution to wrong PSCell are given as follows:
After the UE receives CPC configuration:
Case1: The CPC condition is met but the CPC execution fails. 
Case2: The CPC condition is met and the CPC execution succeeds, and then an SCG RLF occurs shortly after the successful CPC.
A suitable PSCell different with source PSCell or target candidate PSCell is found based on the measurements included in SCGFailureInformation reported from the UE.
Proposal 6: It is proposed to confirm whether the scenarios in figure 3 covers too late CPC execution.
Proposal 7: It is proposed to confirm whether the scenarios in figure 4 covers too early CPC execution.
Proposal 8: It is proposed to confirm whether the scenarios in figure 5 covers CPC execution to wrong PSCell.
MRO for mixed scenarios of legacy PA/PC and CPA/CPC


Fig.6: Potential scenarios for mixed legacy PA and CPA
As shown in Fig 6, the potential Scenarios for mixed legacy PA and CPA are given as follows:
the UE receives CPA configuration and CPA condition is not met:
Case1: A legacy PSCell Addition is performed but fails.
Case2: A legacy PSCell Addition is performed and succeeds, and then an SCG RLF occurs shortly after the successful PSCell Addition.

Fig.7: Potential scenarios for mixed legacy PC and CPC
As shown in Fig 7, the potential Scenarios for mixed legacy PC and CPC are given as follows:
After the UE receives CPC configuration and CPC condition is not met:
Case1: A legacy PSCell Change is performed but fails.
Case2: A legacy PSCell Change is performed and succeeds, and then an SCG RLF occurs shortly after the successful PSCell Change.
Proposal 9: It is proposed to study the mixed scenarios of legacy PA/PC and CPA/CPC if possible.
MRO for fast MCG recovery
In terms of fast MCG recovery, the scenarios and requirements should be outlined first. Specifically, discussion should focus on those four failure cases:
Case1: Fast MCG recovery failure case due to SCG RLF, SCG deactivated and signalling delay
Case2: Fast recovery near failure case
Case3: Failure case for CHO based recovery failure after fast MCG recovery failure
Case4: Subsequent failure after successful fast MCG recovery
Case 1 has been acknowledged in last RAN3#117e meeting for further study. But case2~case4 have not been discussed.
As below, we have described failure cases 1~4 in detail.  
(1) Failure cases and near failure cases for legacy fast MCG recovery


Fig.8: R16 fast MCG recovery procedure
When T316 expires, UE encounters fast MCG recovery failure. By far we can see that SCG RLF, SCG deactivated, and XN/X2/Uu signalling delay could result in T316 expiry and thus fast MCG recovery failure. 
For fast MCG recovery near failure scenario, fast MCG recovery succeeds but close to failure, e.g., UE receives the response message from MN via SN with T316, which almost expires but not yet. We consider apply SHR-wise report in this near failure case, UE could report some potential failure information for the network to detect potential underlying issues. It is beneficial to distinguish the root cause for fast MCG recovery failure for MRO purpose, e.g., whether T316 is configured properly.
Proposal 10: RAN3 should capture the fast MCG recovery near failure case.
(2) Failure cases for CHO based recovery failure after fast MCG recovery failure
As illustrated in Fig.8, if UE receives CHO configuration; a MCG RLF occurs after the UE has stayed for a long period of time in the PCell. Subsequently UE encounters fast MCG recovery failure, perform cell selection and take on the two possible paths, which refer to CHO based recovery and RRC Reestablishment. When UE fails to access target MN via CHO based recovery, UE has no choice but to perform RRC Reestablishment. If it goes on this way, we could declare three failure events all along, which are respectively too late CHO caused MCG RLF, fast MCG recovery failure and CHO based recovery failure.
In our opinion, the inappropriate CHO parameters may be the main reason for these failures, so we proposed to take into account the CHO based recovery case along with fast MCG recovery failure.
Proposal 11: RAN3 should capture the CHO based recovery failure case after fast MCG recovery failure.
(3) Subsequent failure after successful fast MCG recovery

Fig.9: subsequent failure case after successful fast MCG recovery
When fast MCG recovery procedure succeeds, the UE clears the previously stored failure information for the first MCG RLF. Instead, MCGFailureInformation is reported and delivered to the source MCG. When the UE detects the second HOF/RLF in the target MCG, the new RLF report is generated. It may be beneficial for the source MCG to be aware of the first RLF in the source PCell and the second HOF/RLF in the target PCell to evaluate the MRO issue from the complete mobility procedure’s perspective. Consequently, we believe this potential failure scenario should also be considered for MRO purpose.
Proposal 12: RAN3 should capture the subsequent failure case after successful fast MCG recovery.

Conclusion
[bookmark: OLE_LINK3]In this paper, we discuss miscellaneous enhancements, and we have the following observations and proposals:
[bookmark: _Hlk87520275]Proposal 1: Introduce the stage 2 description of PSCell change failure for (NG) EN-DC in TS36.300.
The possible TP is attached in the Annex 1.
Proposal 2: Send LS to RAN2 for the introduction of inter-node RRC message to forward the SCG failure information from the MN to the SN for NE-DC and (NG) EN-DC scenarios.
The possible LS is attached in the Annex 2.
Proposal 3: Support Pre-R18 UE and reuse the detection solution for Pre-R17 UE for EN-DC, NGEN-DC and NE-DC scenarios.
Proposal 4: It is proposed to confirm whether there is only two CPA failure type, i.e. too early CPA execution, and CPA execution to wrong PSCell.
Proposal 5: It is proposed to confirm whether the scenarios in figure 1 and figure2 cover too early CPA execution and CPA execution to wrong PSCell respectively.
Proposal 6: It is proposed to confirm whether the scenarios in figure 3 covers too late CPC execution.
Proposal 7: It is proposed to confirm whether the scenarios in figure 4 covers too early CPC execution.
Proposal 8: It is proposed to confirm whether the scenarios in figure 5 covers CPC execution to wrong PSCell.
Proposal 9: It is proposed to study the mixed scenarios of legacy PA/PC and CPA/CPC if possible.
Proposal 10: RAN3 should capture the fast MCG recovery near failure case.
Proposal 11: RAN3 should capture the CHO based recovery failure case after fast MCG recovery failure.
Proposal 12: RAN3 should capture the subsequent failure case after successful fast MCG recovery.
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Annex 1 – TP on TS36.300 for (NG) EN-DC SCG failure
[bookmark: _Toc46498957][bookmark: _Toc52491270][bookmark: _Toc109128013]22.4.2.X	PSCell change failure
For analysis of PSCell change failures, the UE makes the SCG Failure Information available to the MN (e.g. E-UTRAN). If the MN can perform an initial analysis, it transfers the SCG Failure Information together with the analysis results to the relevant SN (e.g. NG-RAN) which is responsible for the PSCell change failures (see the clause 13.3 in TS 37.340 [21]). Otherwise, the MN transfers the SCG Failure Information to the last serving SN. If needed, the MN transfer the SCG Failure Information to the source SN (see the clause 13.3 in TS 37.340 [21]).
Annex 2- LS to RAN2
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Title:	[Draft] LS on the introduction of inter-node RRC message for support of the SCG failure information forwarding from MN to SN
Response to:	

Release:	Rel-18
Work Item:	               NR_ENDC_SON_MDT_enh2-Core


Source:	Huawei [will be RAN3]
To:	RAN2
Cc:	

Contact Person:	
Name:	
Tel. Number:	
E-mail Address:	

Send any reply LS to:	3GPP Liaisons Coordinator, mailto:3GPPLiaison@etsi.org 	

Attachments:	-
1. Overall Description:

RAN3 has analyzed the SCG failure information forwarding from MN to SN. It is noticed that one potential solution to enable the forwarding of SCG failure information from MN to SN is for MN to forward SCG failure information via inter-ndoe RRC message to SN.

We propose RAN2 to consider the introduction of inter-ndoe RRC message to deliever SCG failure information from MN to SN.
2. Actions:
To RAN2 group:
[bookmark: _GoBack]ACTION: RAN3 respectfully asks RAN2 to take the above into account and introduce inter-node RRC message for the support of SCG failure information forwarding from MN to SN.

3. Date of Next TSG-RAN3 Meetings:
TSG-RAN WG3 Meeting#118-e	14 Nov- 18 Nov 2022, Toulouse, FR
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