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1 Introduction
During RAN3#117 e-meeting, we discussed the high-level principles for Artificial Intelligence (AI)/Machine Learning (ML) for NG-RAN and reached following agreements:
	Not to capture the flow charts right now, can be considered after the standard impacts are identified.

Both non-split architecture and split architecture are in scope. Focus on the non-split architecture first. Split architecture should be specified after the work of non-split architecture. The training/inference function location is referred to TR37.817.

Capture the Abbreviations of AI/ML in TS38.300. Capture the general introduction of AI/ML in TS38.300.

Focus on Xn interface first.

Start from SA and then consider DC.


But there are still some open issues need further study:
	Open issues:

Further discuss on whether exchange the AI/ML capability over Xn interface and the detailed capability.

FFS on NG.


In this document we discussed the open issues on whether to exchange the AI/ML capability over Xn interface and give our consideration and proposals.
2 Discussion

In the last RAN3 meeting, we discussed about whether the source NG-RAN node should first request AI/ML capability from a neighbouring NG-RAN node. The capability could be e.g., supporting energy efficiency prediction and resource status prediction. During the e-mail discussion, companies expressed different views on the above issues, some companies think that by requesting the AI/ML capability before the actual AI/ML model training and inference take place could help to reduce the signalling overhead of unnecessary data request, especially for predicted information as input information, while other companies think that the AI/ML capability of neighbouring NG-RAN node(s) can be obtained in an implicit way and the error handling mechanism could work as well.
From our point of view, we think it is benefit for the current node to know the AI capabilities for neighbouring nodes if it wants to initiate one or more AI-assisted predications, this could improve the AI/ML data collection procedures as NG-RAN nodes would request data from neighbouring nodes which support AI/ML functions. An example of flow chart for AI/ML capability exchange in Model Training and Model Inference at NG-RAN case is shown as below:
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Figure1 A Model Training and Model Inference at NG-RAN
Step 1: NG-RAN node1 exchanges the detailed AI capabilities with NG-RAN node2, maybe in a request-response way.
Step 2: NG-RAN node1 configures UE with measurement configuration.
Step 3: UE performs measurements based on measurement configurations and reports MeasurementReports to NG-RAN node1.

Step 4: NG-RAN node2 sends the required input data to NG-RAN node 1 for model training. 

Step 5: NG-RAN node1 trains AI/ML model based on collected data. NG-RAN node2 is assumed to have AI/ML model optionally, which can also generate predicted results/actions.

Step 6: NG-RAN node2 sends the required input data to NG-RAN node1 for model inference. 

Step 7: UE sends latest UE MeasurementReports to NG-RAN node1. 

Step 8: Based on local inputs of NG-RAN node1 and received inputs from NG-RAN node2, NG-RAN node1 generates model inference output. 

Step 9: NG-RAN node1 transfers the predicted information to NG-RAN node2, maybe response to the request from NG-RAN node2. 

Step 10: NG-RAN node2 provides feedback to NG-RAN node1, maybe response to the request from NG-RAN node1.
As can be seen in Figure1, when the NG-RAN node1 wants to initiate any AI related functions, such as AI/ML-based load balance, it has to obtain the predicted resource status from neighbour NG-RAN nodes, which means the NG-RAN node1 should know the neighbouring NG-RAN nodes have the capability to perform AI/ML models and infer the predicted resource status. By knowing the AI capability of neighbouring nodes in advance, the current NG-RAN node can initiate data collection procedures toward the neighbouring node which supports the given use case. In this way, unnecessary signalling processes are avoided and signalling overhead is reduced. Therefore, we think the AI/ML capability should be explicitly exchanged between NG-RAN nodes over Xn interface.

Proposal 1: The AI/ML capability should be explicitly exchanged between NG-RAN nodes over Xn interface.
Since we have defined the input and output data of each AI/ML use cases during the R17 study phase, if the NG-RAN node supports the use case, it means that it has the ability to provide the corresponding data, such as resource status prediction and UE trajectory prediction. Therefore, to enable current NG-RAN nodes to obtain the AI/ML capability of neighbouring NG-RAN nodes, one possible way is to enable the current NG-RAN nodes to exchange the supported AI related use cases of neighbouring nodes over Xn interface. 
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Figure2 AI/ML capability request procedure over Xn interface
We think the AI capability exchange can be achieved in a request-response way. For example, the current NG-RAN nodes can initiate an AI Capability Request message towards its neighbouring node to ask the detailed AI capabilities, then the neighbouring node responses the supported AI related use cases through AI Capability Response message, or refuses the request message though AI Capability Failure message if it doesn’t support any AI functionalities. This approach ensures the possibility for a node to dynamically activate/deactivate AI/ML support for a given use case, enriching the flexibility required by AI/ML algorithms and guaranteeing future scalability. Therefore, we propose to define a new Class-1 message to exchange the supported use cases of the NG-RAN nodes over Xn interface.
Proposal 2: Define new Class-1 message to exchange the supported use cases of the NG-RAN nodes over Xn interface.

3 Conclusion
In this paper, we discussed the open issues on whether to exchange the AI/ML capability over Xn interface and give our proposals as below: 
Proposal 1: The AI/ML capability should be explicitly exchanged between NG-RAN nodes over Xn interface.
Proposal 2: Define new Class-1 message to exchange the supported use cases of the NG-RAN nodes over Xn interface.
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