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1. Introduction 
In this paper, we discuss all MRO related enhancements i.e., optimizing CPAC, inter-system voice fall back, MR-DC SCG failures and fast MCG recovery.
2. Discussion
2.1 MRO for CPAC
MRO for CPC and CPA based on the R17 NR-DC MRO solution
In Rel-16 and Rel-17, we defined the following scenarios for Mobility Robustness Optimization (MRO) for optimizing handovers and PSCell change procedures.

· Intra-system Too Late Handover: an RLF occurs after the UE has stayed for a long period of time in the cell; the UE attempts to re-establish the radio link connection in a different cell.
· Intra-system Too Early Handover: an RLF occurs shortly after a successful handover from a source cell to a target cell or a handover failure occurs during the handover procedure; the UE attempts to re-establish the radio link connection in the source cell.
· Intra-system Handover to Wrong Cell: an RLF occurs shortly after a successful handover from a source cell to a target cell or a handover failure occurs during the handover procedure; the UE attempts to re-establish the radio link connection in a cell other than the source cell and the target cell.

· Too late PSCell change: an SCG failure occurs after the UE has stayed for a long period of time in the  PSCell; a suitable different PSCell is found based on the measurements reported from the UE.
· Too early PSCell change: an SCG failure occurs shortly after a successful PSCell change from a source PSCell to a target PSCell or a PSCell change failure occurs during the PSCell change procedure; source PSCell is still the suitable PSCell based on the measurements reported from the UE.
· Triggering PSCell change to wrong PSCell: an SCG failure occurs shortly after a successful PSCell change from a source PSCell to a target PSCell or a PSCell change failure occurs during the PSCell change procedure; a suitable PSCell different with source PSCell or target PSCell is found based on the measurements reported from the UE.

Observation 1: Rel-17 defined the following failure types for optimizing PSCell change failures:
· Too late PSCell change
· Too early PSCell change
· Triggering PSCell change to wrong PSCell

Similarly, we can study the following scenarios for optimizing CPC:

1) Too late CPC execution:  CPC is configured but the CPC execution is not initiated for the UE prior to an SCG failure e.g., time elapsed since the last CPC configuration until SCG failure is greater than a configured threshold
 
2) Too early CPC execution: an SCG failure occurs shortly after a successful CPC execution (e.g., time elapsed since CPC execution till SCG failure is smaller than a configured threshold), or a CPC execution failure occurs; source PSCell is still the suitable PSCell based on the measurements reported from the UE
3) CPC execution to wrong cell: an SCG failure occurs shortly after a successful CPC execution, or a CPC execution failure occurs; a suitable PSCell different with source PSCell or target PSCell is found based on the measurements reported from the UE

 Proposal 1: RAN3 should study the following scenarios for optimizing CPC 
· Too late CPC execution 
· Too early CPC execution 
· CPC execution to wrong cell

In each of the failure types in Proposal 1, it is possible that the network did not prepare the right set of candidate PSCells or defined inappropriate execution conditions for CPA/CPC which resulted in an SCG failure. It is therefore to optimize the set of candidate PSCells and execution conditions during CPA/CPC.

Proposal 2: RAN3 should discuss how to optimize the set of candidate PSCells and execution conditions during CPA/CPC

Observation 2: Rel-17 supports different CPC procedures such as MN initiated inter-SN CPC, SN initiated inter-SN CPC and intra-SN CPC without MN involvement

MN initiated inter-SN CPC

· MN generates the CPC execution conditions and is also aware of the set of prepared PSCells by each candidate T-SN (via CG-CandidateList)

· MN should perform the root cause analysis after receiving SCGFailureInformation from UE


SN initiated inter-SN CPC

· Source SN generates the CPC execution conditions and is also aware of set of prepared PSCells by each candidate T-SN

· SN should perform the root cause analysis after MN forwards the SCGFailureInformation along with other useful CPC failure related information to SN over Xn

Intra-SN CPC without MN involvement

· SN generates the CPC execution conditions and is also aware of set of prepared PSCells

· SN should perform the root cause analysis Whether MN is aware of the intra-SN CPC without MN involvement  

Proposal 3: The node that initiates the CPC is responsible for performing the root cause analysis i.e., determines the CPC failure type, optimizes the CPC execution conditions and candidate PSCell list

The following section from TS 38.300 captures the MN/SN responsibilities in performing the root cause analysis for PSCell change failures and the signaling involved:

15.5.2.6	PSCell change failure
For analysis of PSCell change failures, the UE makes the SCG Failure Information available to the MN. If the MN can perform an initial analysis, it transfers the SCG Failure Information together with the analysis results to the relevant SN which is responsible for the PSCell change failures (see the clause 13.3 in TS 37.340 [21]). Otherwise, the MN transfers the SCG Failure Information to the last serving SN. If needed, the MN transfer the SCG Failure Information to the source SN (see the clause 13.3 in TS 37.340 [21]).
UE already reports the RRM measurements of neighboring PSCells (which might include some candidate PSCells of CPA/CPC) in SCGFailureInformation. In Rel-17, it was also agreed that MN can provide SCG Mobility related information to SN via SCG FAILURE INFORMATION REPORT over Xn and upon receiving this message, the SN shall assume that a PSCell change failure event was detected. SN can further send SCG FAILURE TRANSFER to indicate if the root cause of SCG failure may have occurred in the other nodes 

Observation 3: In Rel-17, MN provides PSCell change failure related information (including PSCell measurements) to last serving SN via SCG FAILURE INFORMATION REPORT over Xn and last serving SN can feedback MN via SCG FAILURE TRANSFER if the root cause of SCG failure may have occurred in the other nodes

Proposal 4: Reuse SCG FAILURE INFORMATION REPORT over Xn for MN to report CPA/CPC failure related information to SN

It was agreed last meeting in the context of CHO-CPC coexistence scenarios that S-SN shall inform MN if there is any intra-SN PSCell change execution so that the MN can cancel the CHO if already initiated as captured in TS 37.340 below:

NOTE 3a: In case that either CHO or any conditional reconfiguration is prepared, and if a prepared SN initiated intra-SN CPC procedure or reconfiguration with sync of the SCG using SRB3 is executed, the SN shall notify to the MN via the SN Modification Required message. The SN Modification Required message may include the SCG configuration that has been applied in the UE. The MN considers that a conditional reconfiguration, if any configured in the UE, has been released due to the execution of the (conditional) SCG reconfiguration.

Proposal 5: RAN3 should discuss whether to reuse SCG FAILURE TRANSFER to inform MN that the root cause of CPC failure may have occurred in other nodes (as in Rel-17 MRO for SCG failures) or whether the SCG Reconfiguration Notification IE introduced in SN Modification Required is sufficient.

In case of reconfiguration with sync failure for an SCG (i.e., when T304 of SCG expires), UE sends an SCGFailureInformation to MN with the failureType as synchReconfigFailureSCG, irrespective of whether the reconfiguration with sync for the SCG was due to PSCell addition/change or CPA/CPC. To be able to optimize the right configuration, it is important to know whether the synchReconfigFailureSCG happened due to a PSCell addition/change failure or CPA/CPC execution failure.

Proposal 6: RAN3 should study whether there is a need to distinguish PSCell addition/change failure with CPA/CPC execution failure and if so how to distinguish them e.g., MN can indicate SN about the PSCell addition/change type (conditional or not) over Xn 

Proposal 7: RAN3 should study whether to define some new timers that can be helpful in the detection of CPC failure types e.g., time elapsed since the last CPC configuration until SCG failure or time elapsed since CPC execution until SCG failure

In case there is an MCG RLF or handover failure or CHO execution failure before CPA/CPC execution, UE performs reestablishment and releases the CPA/CPC configuration. Apart from root causing the handover failure or RLF as too early/too late/wrong cell, it might be useful to also know whether CPA/CPC was configured at the UE before the MCG RLF or handover failure

Proposal 8: RAN3 should study the case of MCG RLF or handover failure or CHO execution failure before CPA/CPC execution and identify potential optimizations 

2.2 MRO for inter-system handover voice fallback
Consider Case 1-2 for MRO enhancements for inter-system inter-RAT handover for voice fallback:
            - Case 1: after failure (HOF/RLF) of inter-system inter-RAT handover from NR to E-UTRAN for voice fallback, a suitable E-UTRA cell is selected, and the UE tries RRC connection setup procedure for the voice service in the E-UTRA cell.
            - Case 2: after failure (HOF) of inter-system inter-RAT handover from NR to E-UTRAN for voice fallback, none suitable E-UTRAN cell can be selected, the UE reverts back to the configuration of the source PCell and initiates RRC re-establishment procedure in NR.

WA: The RLF Report needs to indicate that the last failed inter-system inter-RAT HO was triggered due to voice fallback. FFS on whether an explicit or implicit method is needed or not.

Whether to consider Case 4 and Case 5:
Case 4: after a successful inter-system inter-RAT handover from a first NG-RAN node to an E-UTRA node for voice fallback, the UE is handed over back to a second NG-RAN node from the E-UTRA node.
Case 5: the UE successfully performs inter-system inter-RAT handover from NR to E-UTRAN for voice fallback, but the handover is about to failure.
Whether/how to introduce failure type definition for inter-system inter-RAT HO from NR to E-UTRA for voice fallback in stage 2
Whether to consider MRO enhancements for redirection for voice fallback
Whether to enhance the RLF report to indicate there was no suitable E-UTRA cell post voice fallback failure
Further discuss stage 3 specification impacts (e.g., network interface) to support MRO for inter-system handover for voice fallback
It was discussed last meeting how to distinguish traditional Inter-RAT HO failures (which were triggered due to coverage problem) with inter-RAT HO failures which were triggered due to voice fall back. This differentiation can be done by UE simply indicating in RLF report that the last inter-RAT handover failure was triggered due to voice fall back and hence the following is proposed

Proposal 9: UE should include an explicit indicator in RLF Report that the last failed inter-system inter-RAT HO was triggered due to voice fallback
 
As per TS 38.331, if an inter-RAT HO to a target E-UTRAN with voice fallback indication fails, UE attempts to select an E-UTRA cell.

· Case 1: If a suitable E-UTRA cell is selected, UE performs the actions upon going to RRC_IDLE with release cause 'RRC connection failure'

· Case 2: If a suitable E-UTRA cell is not selected, UE reverts back to the configuration used in the source PCell and initiates the connection re-establishment procedure

It was further discussed whether RLF Report needs to be enhanced to indicate there was no suitable E-UTRA cell post voice fallback failure (i.e. differentiate case 1 vs. case 2), but there was no consensus whether this can be done by current existing cell identifiers in RLF report or whether an explicit indicator is needed.

Observation 4: In case there was a suitable E-UTRA cell post voice fallback failure, UE attempts a new RRC connection (hence includes reconnectCellID in the RLF Report) else it would include perform RRC establishment (hence includes reestablishCellID in the RLF Report)
 
Proposal 10: The existing cell identifiers in RLF Report can implicitly indicate whether there was a suitable E-UTRA cell post voice fallback failure and an explicit indicator is therefore not needed
 
Also, there were some additional cases related to voice fall back which was discussed in last meeting. One such case is a slight modification of Case 4 i.e., after a successful inter-system inter-RAT handover from a first NG-RAN node to an E-UTRA node for voice fallback, the UE is handed over back to a second the same NG-RAN node from the E-UTRA node as shown in Fig 1. In such a case, the procedure might not incorrectly classified as inter-system Ping-pong. RAN3 can discuss whether any enhancements are needed to avoid classifying a voice fall back HO as inter-system ping pong.

Proposal 11: RAN3 can discuss whether any enhancements are needed to avoid classifying a voice fall back HO as inter-system ping pong e.g., after a successful inter-system inter-RAT handover from a first NG-RAN node to an E-UTRA node for voice fallback, the UE is handed over back to the same NG-RAN node from the E-UTRA node.
 
Proposal 12: Introduce a separate failure type definition for inter-system inter-RAT HO from NR to E-UTRA for voice fallback in TS 38.300
 
Observation 5: Inter-system Inter-RAT signalling of RLF Report is already supported and can be reused for voice fall back scenario. The receiving node can do the root analysis based on the voice fall back indication within UE RLF Report Container
 
Proposal 13: There is no need to support UE sending NR RLF Report to eNB in case of inter-system voice fallback failure. In case the UE selects an eNB after inter system voice fallback failure, the UE can report NR RLF report to a NG-RAN node later when the UE move back to 5G
 
Depending on factors such as CN interface availability, network configuration and radio conditions, the fallback procedure results in either RRC_CONNECTED state mobility (handover procedure) or RRC_IDLE state mobility (redirection).

The source NG-RAN node decides between handover or redirection to EPS based on radio criteria and availability of the N26 interface. Information about the availability of the N26 interface may be configured by OAM at the NG-RAN.
It was discussed last meeting whether we need to consider MRO enhancements for redirection for voice fall back as well, but we propose to not consider this in Rel-18 as it is not part of the WI objectives.
Proposal 14: There is no need to consider MRO enhancements for redirection for voice fallback in Rel-18

2.3  MRO for MR-DC SCG failure scenario
Support MRO for SCG failure in EN-DC, NGEN-DC and NE-DC scenarios.
Take Stage 2 descriptions of PSCell change failure in TS37.340 as baseline for NE-DC SCG failure, and necessary updates can be added on top of it if needed.
Take Stage 2 descriptions of PSCell change failure in TS38.300 as baseline for NE-DC SCG failure, and necessary updates can be added on top of it if needed.
Take Stage 2 descriptions of PSCell change failure in TS37.340 as baseline for NGEN-DC SCG failure, and necessary updates can be added on top of it if needed.
Take Stage 2 descriptions of PSCell change failure in TS37.340 as baseline for EN-DC SCG failure, and necessary updates can be added on top of it if needed.

Observation 6: Rel-17 supports MRO for only NR-DC failures. Upon receiving SCGFailureInformation from UE, MN sends SCG FAILURE INFORMATION REPORT to last serving SN. Further, last serving SN can inform MN whether the SCG failure occurred or not via SCG FAILURE TRANSFER over Xn
 
Proposal 15: Reuse the same mechanism as defined for NR-DC to support MRO for SN change failures in EN-DC, NE-DC, NGEN-DC e.g., by introducing SCG FAILURE INFORMATION REPORT and SCG FAILURE TRANSFER over X2 as well
 
2.4 Fast MCG Recovery 
SCG fails or is deactivated when the UE attempts MCG recovery (i.e. a SCG failure/deactivation while T316 is running after MCG failure) 
the signalling delay is longer than the time the UE waits for the response (T316 expired); 
other problems are not precluded if legacy MRO mechanism cannot cope with it.
Proposal 16: It is up to RAN2 to specify the MRO enhancements for fast MCG recovery as there are no RAN3 impacts. LS RAN2 to convey the scenarios agreed in R3#117e for fast MCG recovery:
· SCG fails or is deactivated when the UE attempts MCG recovery (i.e., a SCG failure/deactivation while T316 is running after MCG failure) 
· The signaling delay is longer than the time the UE waits for the response (T316 expired); 

3. Conclusion
MRO for CPC and CPA
Observation 1: Rel-17 defined the following failure types for optimizing PSCell change failures:
· Too late PSCell change
· Too early PSCell change
· Triggering PSCell change to wrong PSCell
 
 Proposal 1: RAN3 should study the following scenarios for optimizing CPC 
· Too late CPC execution 
· Too early CPC execution 
· CPC execution to wrong cell
 
Proposal 2: RAN3 should discuss how to optimize the set of candidate PSCells and execution conditions during CPA/CPC
 
Observation 2: Rel-17 supports different CPC procedures such as MN initiated inter-SN CPC, SN initiated inter-SN CPC and intra-SN CPC without MN involvement
 
Proposal 3: The node that initiates the CPC is responsible for performing the root cause analysis i.e., determines the CPC failure type, optimizes the CPC execution conditions and candidate PSCell list
 
Observation 3: In Rel-17, MN provides PSCell change failure related information (including PSCell measurements) to last serving SN via SCG FAILURE INFORMATION REPORT over Xn and last serving SN can feedback MN via SCG FAILURE TRANSFER if the root cause of SCG failure may have occurred in the other nodes
 
Proposal 4: Reuse SCG FAILURE INFORMATION REPORT over Xn for MN to report CPA/CPC failure related information to SN
 
Proposal 5: RAN3 should discuss whether to reuse SCG FAILURE TRANSFER to inform MN that the root cause of CPC failure may have occurred in other nodes (as in Rel-17 MRO for SCG failures) or whether the SCG Reconfiguration Notification IE introduced in SN Modification Required is sufficient.
 
Proposal 6: RAN3 should study whether there is a need to distinguish PSCell addition/change failure with CPA/CPC execution failure and if so how to distinguish them e.g., MN can indicate SN about the PSCell addition/change type (conditional or not) over Xn 
 
Proposal 7: RAN3 should study whether to define some new timers that can be helpful in the detection of CPC failure types e.g., time elapsed since the last CPC configuration until SCG failure or time elapsed since CPC execution until SCG failure
 
Proposal 8: RAN3 should study the case of MCG RLF or handover failure or CHO execution failure before CPA/CPC execution and identify potential optimizations 
 
MRO for inter-system handover for voice fallback
 
Proposal 9: UE should include an explicit indicator in RLF Report that the last failed inter-system inter-RAT HO was triggered due to voice fallback
 
Observation 4: In case there was a suitable E-UTRA cell post voice fallback failure, UE attempts a new RRC connection (hence includes reconnectCellID in the RLF Report) else it would include perform RRC establishment (hence includes reestablishCellID in the RLF Report)
 
Proposal 10: The existing cell identifiers in RLF Report can implicitly indicate whether there was a suitable E-UTRA cell post voice fallback failure and an explicit indicator is therefore not needed
 
Proposal 11: RAN3 can discuss whether any enhancements are needed to avoid classifying a voice fall back HO as inter-system ping pong e.g., after a successful inter-system inter-RAT handover from a first NG-RAN node to an E-UTRA node for voice fallback, the UE is handed over back to the same NG-RAN node from the E-UTRA node.
 
Proposal 12: Introduce a separate failure type definition for inter-system inter-RAT HO from NR to E-UTRA for voice fallback in TS 38.300
 
Observation 5: Inter-system Inter-RAT signalling of RLF Report is already supported and can be reused for voice fall back scenario. The receiving node can do the root analysis based on the voice fall back indication within UE RLF Report Container
 
Proposal 13: There is no need to support UE sending NR RLF Report to eNB in case of inter-system voice fallback failure. In case the UE selects an eNB after inter system voice fallback failure, the UE can report NR RLF report to a NG-RAN node later when the UE move back to 5G
 
Proposal 14: There is no need to consider MRO enhancements for redirection for voice fallback in Rel-18
 
MRO for MR-DC SCG failure
 
Observation 6: Rel-17 supports MRO for only NR-DC failures. Upon receiving SCGFailureInformation from UE, MN sends SCG FAILURE INFORMATION REPORT to last serving SN. Further, last serving SN can inform MN whether the SCG failure occurred or not via SCG FAILURE TRANSFER over Xn
 
Proposal 15: Reuse the same mechanism as defined for NR-DC to support MRO for SN change failures in EN-DC, NE-DC, NGEN-DC e.g., by introducing SCG FAILURE INFORMATION REPORT and SCG FAILURE TRANSFER over X2 as well
 
MRO for the fast MCG recovery
 
Proposal 16: It is up to RAN2 to specify the MRO enhancements for fast MCG recovery as there are no RAN3 impacts. LS RAN2 to convey the scenarios agreed in R3#117e for fast MCG recovery:
· SCG fails or is deactivated when the UE attempts MCG recovery (i.e., a SCG failure/deactivation while T316 is running after MCG failure) 
· The signaling delay is longer than the time the UE waits for the response (T316 expired); 
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