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Introduction
The following is the objectives of the R18 AI-RAN WI:
Normative work is based on the conclusions captured in TR37.817. The detailed objectives of the WI are listed as follows:
•	Specify data collection enhancements and signaling support within existing NG-RAN interfaces and architecture (including non-split architecture and split architecture) for AI/ML-based Network Energy Saving, Load Balancing and Mobility Optimization. (RAN3)

Note: On security impacts, coordination with SA3 when needed. On OAM aspects, coordination with SA5 when needed.
Note: Specify new UE measurements when needed if any.
Note: Specify MDT procedure enhancements when needed if any.
In this contribution, we focus on the standard impacts of the AI/ML based use cases and provide the solutions to specify the signaling to support the AI/ML RAN.
Discussion
In the current TR37.817, the standard impacts for each agreed use cases are concluded illustrated below:
Network Energy Saving:
MDT procedure enhancements should be discussed during the normative phase.
Potential Xn interface impact:
-	New signalling procedure or enhanced existing procedure to collect the input data information 
-	Predicted energy efficiency between neighbouring NG-RAN nodes and source NG-RAN node
-	Predicted resource status between neighbouring NG-RAN nodes and source NG-RAN node
-	New signalling procedure or enhanced existing procedure to retrieve feedback information
Load Balancing:
-	New or enhanced existing signaling procedure to request/retrieve predicted resource status information from neighbouring nodes via Xn interface.
-	New or enhanced existing signaling procedure to request/retrieve predicted load balancing strategy information from neighbouring nodes via Xn interface.
-	New or enhanced existing procedure to request/retrieve feedback information via Xn interface.
Mobility Optimization:
-	Predicted resource status info and performance info from candidate target NG-RAN node to source NG-RAN node
-	New signaling procedure or existing procedure to retrieve input information via Xn interface.
-	New signaling procedure or existing procedure to retrieve feedback information via Xn interface.
Given that the standard impacts above, we can conclude that the main parts of the signaling are to support the input data information transferred between NG-RAN nodes, to support the predicted information transferred between NG-RAN nodes, and to support the feedback information transferred between NG-RAN nodes. 
Observation 1: The standard impacts for each AI/ML based use cases are to specify how to transfer the input information, the predicted information and feedback information.

Regarding the input information, output information and feedback information for each agreed use cases are listed below:
	
	Network Energy Saving
	Load Balancing
	Mobility Optimization

	Input
	From local node: 
-	UE mobility/trajectory prediction
-	Current/Predicted Energy efficiency
[bookmark: _Hlk87285238]-	Current/Predicted resource status
From the UE:
-	UE location information 
-	UE measurement report
From neighbouring NG-RAN nodes:
-	Current/Predicted energy efficiency
-	Current/Predicted resource status
-	Current energy state
	From the local node:
-	Current and predicted own resource status
-	UE trajectory prediction
-	Current and predicted UE traffic
[bookmark: _GoBack]-	Predicted resource status information of neighbouring NG-RAN node(s) 
From the UE:
-	UE location information
-	UE Mobility History Information
-	UE measurement report 
From neighbouring NG-RAN Nodes:
-	Current and predicted resource status
-	UE performance measurement at traffic offloaded neighbouring cell

	From the UE: 
-	UE location information 
-	Radio measurements related to serving cell and neighbouring cells 
-	UE Mobility History Information.
From the neighbouring RAN nodes: 
-	UE’s history information from neighbour
-	Position, QoS parameters and the performance information of historical HO-ed UE 
-	Current/predicted resource status
-	UE handovers in the past that were successful and unsuccessful, including too-early, too-late, or handover to wrong (sub-optimal) cell, based on existing SON/RLF report mechanism. 
From the local node: 
-	UE trajectory prediction 
-	Current/predicted resource status 
-	Current/predicted UE traffic


	Output 
	-	Energy saving strategy, such as recommended cell activation/deactivation. 
-	Handover strategy, including recommended candidate cells for taking over the traffic
-	Predicted energy efficiency
-	Predicted energy state (e.g., active, high, low, inactive)
-	Model output validity time
	-	Selection of target cell for load balancing 
-	Predicted own resource status information
-	Predicted resource status information of neighbouring NG-RAN node(s)
-	Model output validity time 
-	The predicted UE(s) selected to be handed over to target NG-RAN node 
	
-	UE trajectory prediction (Latitude, longitude, altitude, cell ID of UE over a future period of time)
-	Estimated arrival probability in CHO and relevant confidence interval
-	Predicted handover target node, candidate cells in CHO
-	Priority, handover execution timing, predicted resource reservation time window for CHO.
[bookmark: _Hlk96971616]-	UE traffic prediction 
-	Model output validity time 


	Feedback
	-	Resource status of neighbouring NG-RAN nodes
-	Energy efficiency 
-	UE performance affected by the energy saving action 
-	System KPIs
	-	UE performance information from target NG-RAN 
-	Resource status information updates from target NG-RAN
-	System KPIs

	[bookmark: OLE_LINK2]-	QoS parameters 
-	Resource status information updates from target NG-RAN.
-	Performance information from target NG-RAN. 



Based on the outcome of the standard analysis, and yellow-highlighted information above, we conclude that load prediction and UE trajectory prediction are the common prediction information used across multiple use cases. And the impacts of the load prediction and UE trajectory prediction are listed below:
Load prediction: 
· Historical load information transfer over Xn/F1 interface
· Predicted load information transfer over Xn/F1 interface
· Feedback information transfer over Xn interface
UE trajectory prediction:
· MDT enhancement signaling to collect continuous UE historical location
· Predicted UE trajectory information transfer over Xn interface
· Feedback information transfer over Xn interface
Hence, we can consider these common prediction information as one of tool-box so that when one AI/ML based use case needs these prediction information, it can directly take these predict information from it. Hence, in order to reflect this common prediction information in the current specification, it is proposed to define unified AI/ML procedures to involve these common information across multiple AI/ML use cases.
Proposal 1: Define unified AI/ML procedures to involve common information transferred for AI/ML based use cases.

Therefore, according to the standard impacts in the TR, there are two options concluded to support these AI/ML based use cases:
Option 1: Define the new unified procedures for AI/ML related information.
Option 2: Enhance the existing signaling procedures for AI/ML related information.	
Regarding Option 1, based on the input, output and feedback information, it is proposed to define three procedures as follows to transfer three kinds of information:
· AI/ML Data Collection Transfer Procedure (e.g., to collect historical load information from other NG-RAN nodes or DU in the case of split architecture)
· AI/ML Prediction Information Transfer Procedure (to transfer predicted information, e.g., predicted load, predicted UE trajectory)
· AI/ML Feedback Information Transfer Procedure (to transfer the requested information, e.g., actual load/UE trajectory information over a period of time)
Regarding Option 2, based on the input, output and feedback information, it is proposed to enhance the existing signaling following procedure for these common prediction information:
· Load prediction:
· Enhance the Xn/F1 Resource Status Report procedure to collect historical load information.
· Enhance the Xn/F1 Resource Status Report procedure to transfer predicted load information.
· Enhance the Xn/F1 Resource Status Report procedure to retrieve feedback information.
· UE trajectory prediction:
· Enhance the current Handover Request procedure to transfer predicted UE trajectory
· Define a new procedure to retrieve feedback information to collect related information (e.g. Actual UE trajectory) 
Compared with Option2, Option1 seems much clearer and simpler, and can be used for multiple AI/ML based use cases. For the future extension, we just needs to identify the common predicted information, and involve these prediction information into the unified AI/ML procedure, instead of finding a proper existing procedure to involve a new identified information for AI/ML based use cases.
Proposal 2: Option 1 that to define the unified AI/ML procedures is a good way to go forward for multiple AI/ML based use cases.
[bookmark: P5]In addition to the Xn impact, the AI/ML data information transferred over F1 interface should also be considered. It cannot be precluded that in the case of CU/DU split architecture, CU performs model inference, and request DU to inform the historical load information. And even regarding the scenario, DU performs model inference, and transfer the predicted load information to CU so that CU can perform the network optimization.
Proposal 3: Transferring AI/ML related information in the case of CU/DU split architecture should be considered in Rel-18.
Conclusion
We propose the following observations and proposals:
Observation 1: The standard impacts for each AI/ML based use cases are to specify how to transfer the input information, the predicted information and feedback information.
Proposal 1: Define a unified AI/ML procedure to involve common information transferred for AI/ML based use cases.
Proposal 2: Option 1 that to define the unified AI/ML procedures is a good way to go forward for multiple AI/ML based use cases.
Proposal 3: Transferring AI/ML related information in the case of CU/DU split architecture should be considered in Rel-18.
References
[1] [bookmark: _Ref85560929][bookmark: _Ref78919169][bookmark: _Ref78932497]TR37.817, Study on enhancement for Data Collection for NR and EN-DC

2

