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1 Introduction

The AI for RAN WI was approved to specify data collection enhancements and signaling support within existing NG-RAN interfaces and architecture for AI/ML-based Network Energy Saving, Load Balancing and Mobility Optimization.
In this contribution, the stage 2 impact is analyzed.

2 Discussion
For the functional framework, it is to give us the common understanding of terminologies and AIML working flow. A lot of efforts have been spent to discuss the framework in R17, and it is clear and sufficient now. We can take it as the reference for R18 discussion. There is no need to re-discuss the functional framework in R18.
Proposal 1: 
R17 SI framework can be taken as the reference for R18 discussion and there is no need to re-discuss the functional framework in R18.
For the terminology, the basic AI/ML related ones should be provided in stage 2 spec to give the common understanding. The following basic concepts for AI/ML definition and working flow can be captured.
-
Data collection: Data collected from the network nodes, management entity or UE, as a basis for AI/ML model training, data analytics and inference.
-
AI/ML Model: A data driven algorithm by applying machine learning techniques that generates a set of outputs consisting of predicted information and/or decision parameters, based on a set of inputs 
-
AI/ML Model Training: An online or offline process to train an AI/ML model by learning features and patterns that best present data and get the trained AI/ML model for inference.

-
AI/ML Model Inference: A process of using a trained AI/ML model to make a prediction or guide the decision based on collected data and AI/ML model.

-
Training Data: Data needed as input for the AI/ML Model Training function.
-
Inference Data: Data needed as input for the AI/ML Model Inference function.
Proposal 2: 
Propose to capture the above basic terminologies into stage 2 spec.
Based on SI discussion, the AI functionality includes
· Resource status prediction

· Energy efficiency prediction

· UE traffic prediction

· UE trajectory prediction
· Energy saving strategy generation

· Load balancing strategy generation

· Handover strategy generation
There are four types of information prediction. For non-split architecture, the proper location for model training is OAM and gNB, and model inference is in gNB. For split architecture, there are two options to support predicted information exchange, including resource status prediction, energy efficiency prediction and UE traffic prediction:
· Option1: centralized prediction. CU or CUCP collects the input information and feedback information, and does the related prediction.
· Option2: distributed prediction. DU or CUUP does the prediction via AI/ML model, and then sends to CU or CUCP to generate the final SON decision.
Compared with option1, option2 has three benefits: 1) DU or CUUP can offload the computation burden of CU or CUCP, 2) the input information is available at DU or CUUP, so that it does not need to transfer the input information to CU or CUCP, 3) DU or CUUP can adjust the resource allocation based on the predicted information. 

For UE trajectory prediction, UE reports the location information via RRC signalling, so that CU can obtain the related info and predicts the trajectory to assist SON decision generation.
Proposal 3: 
For AI/ML based information prediction generation, the proper location for model training is OAM and gNB, and model inference is in gNB.

Proposal 4: 
For AI/ML based information prediction generation, for split architecture, prefer distributed prediction. 
There are three types of AI/ML based SON decision generation. From the data availability and functionality, the proper location for model training is OAM and gNB (gNB CU), and model inference is in gNB (gNB CU):

· Data availability: based on R17 SI, all three use cases need the input and feedback info from neighbouring nodes and from UE. The inputs and feedback info from neighbouring nodes can be collected via XnAP. Additionally, based on R17 identified inputs from UE, they can be obtained via RRC signalling. 
· Functionality: the identified decisions include energy saving, load balancing and mobility optimization. All these three decisions are generated by CU or CUCP now.
Proposal 5: 
For AI/ML based decision generation, the proper location for model training is OAM and gNB (gNB CU), and model inference is in gNB (gNB CU).
Proposal 6: 
Propose to capture the TP into stage 2 spec.
3 Conclusion

RAN3 is requested to discuss and if possible agree on the following proposals:
Proposal 1: 
R17 SI framework can be taken as the reference for R18 discussion and there is no need to re-discuss the functional framework in R18.
Proposal 2: 
Propose to capture the above basic terminologies into stage 2 spec.
Proposal 3: 
For AI/ML based information prediction generation, the proper location for model training is OAM and gNB, and model inference is in gNB.

Proposal 4: 
For AI/ML based information prediction generation, for split architecture, prefer distributed prediction. 
Proposal 5: 
For AI/ML based decision generation, the proper location for model training is OAM and gNB (gNB CU), and model inference is in gNB (gNB CU).
Proposal 6: 
Propose to capture the TP into stage 2 spec.
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5 Appendix A: Text Proposal for AI/ML for NG-RAN
The following standard impact for AI/ML for NG-RAN should be captured in the TR 38.300:
3.2
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1], in TS 36.300 [2] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1] and TS 36.300 [2].

AI/ML Model: A data driven algorithm by applying machine learning techniques that generates a set of outputs consisting of predicted information and/or decision parameters, based on a set of inputs. 
AI/ML Model Training: An online or offline process to train an AI/ML model by learning features and patterns that best present data and get the trained AI/ML model for inference.

AI/ML Model Inference: A process of using a trained AI/ML model to make a prediction or guide the decision based on collected data and AI/ML model.

BH RLC channel: an RLC channel between two nodes, which is used to transport backhaul packets.

Boundary IAB-node: as defined in TS 38.401 [4].
**************** skip unchanged part *******************
DAPS Handover: a handover procedure that maintains the source gNB connection after reception of RRC message for handover and until releasing the source cell after successful random access to the target gNB.
Data collection: Data collected from the network nodes, management entity or UE, as a basis for AI/ML model training, data analytics and inference.
**************** skip unchanged part *******************
Indirect Path: a type of UE-to-Network transmission path, where data is forwarded via a U2N Relay UE between a U2N Remote UE and the network.

Inter-donor partial migration: Migration of an IAB-MT to a parent node underneath a different IAB-donor-CU while the collocated IAB-DU and its descendant IAB-node(s), if any, are terminated at the initial IAB-donor-CU. The procedure renders the said IAB-node as a boundary IAB-node.

Inference Data: Data needed as input for the AI/ML Model Inference function.
**************** skip unchanged part *******************
SNPN Identity: the identity of Stand-alone NPN defined by the pair (PLMN ID, NID).
Training Data: Data needed as input for the AI/ML Model Training function.
Transmit/Receive Point: Part of the gNB transmitting and receiving radio signals to/from UE according to physical layer properties and parameters inherent to that element.
**************** skip unchanged part *******************
16.X
AI/ML for NG-RAN
With the emerging services, the QoS and QoE requirements are stringent. Besides, some new features such as high mobility and density bring the challenge for conventional method to ensure the complex network performance meeting rigorous requirements. AI/ML-based RAN intelligence provides a tool to generate high-precise strategy and prediction to improve the efficiency of network management and maintenance. 

The study focuses on AI/ML functionality and corresponding types of inputs/outputs, while the detailed AI/ML model training algorithms and models are implementation-specific. User data privacy and anonymisation should be respected during AI/ML operation.
To realize efficient network, AI/ML for NG-RAN mainly focuses on network energy saving, load balancing and mobility optimization.
