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Introduction
In RAN #96 meeting, the updated WID [1] for enhancement on NR QoE was agreed. The objectives for left-over features from Rel17 are listed as following.
	The detailed objectives of the work item are as follows:
…
· Left-over features from Rel-17, as well as the enhancements of existing features which are not included in Rel-17 normative phase, should be supported in Rel-18 if consensus on benefits are reached [RAN3, RAN2].
· Specify per-slice QoE measurement configuration enhancement.
· Specify RAN visible QoE enhancements for QoE value, RAN visible QoE trigger event, RAN visible QoE Report over F1.
· Specify QoE reporting handling enhancement for overload scenario.
….


 
In this paper, we would like to discuss them further.
Discussion
2.1 Per-slice QoE Measurement
In the current specifications of SA4 and RAN2, per-slice QoE configuration cannot fully fulfil all the requirements of R17 NR QoE SI. 
There are three typical scenarios are captured in table 6.9.1-1 in TR38.890 [2]:
- Scenario1: different service types use different slices, i.e. service type 1 is configured with slice 1, and service type 2 is configured with slice 2.
- Scenario2: different service types use the same slice, i.e. both service type 1 and service type 2 are configured with slice 1.
[bookmark: OLE_LINK25][bookmark: OLE_LINK26]- Scenario3: the same service types use different slices, i.e. service type 1 is configured with slice 1 and slice 2.
In the clause 10.6 of 26247-h10 [3], the slice information has been added in the reporting container for legacy QoE.
	Note: For QMC scheme, the DASH client should include the S-NSSAI and DNN that correspond to the report data for support of per-slice QoE reporting and evaluation in OAM. This information may be retrieved via the AT Command +CGDCONT [61]) or the specific traffic mapping with URSP rule[69].



But the slice information is not added in the QoE configuration for legacy QoE. In RAN2 spec, the current TS38.331 h10, the AppLayerMeasConfig message only includes the service type for UE to perform QoE.
[bookmark: OLE_LINK4]For scenario3, the same service types use different slices, i.e. service type 1 is configured with slice 1 and slice 2. If OAM or CN sends the slice2 QoE collection configuration to RAN, the gNB cannot indicate the exact slice information for QoE to UE application layer through the RRC message. The UE application layer just knows the service type, and it will send the QoE reports which include the slice1 and slice2. Even though the MCE can select the slice2 QoE reports based on the slice ID information in the report, it’s not necessary to transfer the legacy QoE report of slice1 in RAN and CN interfaces. It will waste the resources and consume the energy without any benefit. In this case, the per-slice QoE measurement does not work well.
There are two options to solve the above issue as following.
Option1: Add the slice ID(s) in the transparent container for Application layer measurement configuration, which is up to SA4’s decision. From technical perspective, it’s a simple solution. And since SA4 has included the slice ID inside the transparent QoE reporting container. It’s straight forward to add it in the configure container also. The LS file to SA4 will be needed, if RAN3 agrees the option.
Option2: Add the slice ID(s) as an explicit IE over Uu outside the QoE configuration container, for legacy QoE. If the option is adopted, the CT1 group has to modify the related AT command to support the feature also.
In our understanding, Option1 is the preferred solution. Actually, we had the following agreements in RAN3 #114e meeting: There is no need to include slice ID as an explicit IE over Uu outside the QoE configuration and reporting container for legacy QoE.
[bookmark: OLE_LINK3]Observation 1, the per-slice QoE function could not be fully supported well in the current spec for the scenario3 in TR38890. 
Proposal 1, Add the slice ID information in QMC configuration container or in the RRC message as an explicit IE over Uu for per-slice legacy QoE measurement. The preferred solution is to add it in QMC configuration container, which is up to SA’4 decision.
As for the per-slice RAN visible QoE, whether including the slice ID as an explicit IE over Uu outside the QoE configuration and reporting container had been discussed in our previous meetings.
In the QoE configure RRC message, only the service type is included and used for UE Application layer to run the legacy QoE and RVQoE and feedback the reports. One service of the UE can be configured with two or more slices. And all the slices for the service type may be configured the legacy QoE report.
In this case, if the gNB wants to optimize the resource on one of the slice, it’s better to include the slice ID as an explicit IE over Uu for RV QoE metric configuration and reporting. By this, the gNB can know whether the resources allocated for the slice is appropriate for ensuring the user experience on the slice. 
Another option on the table is to add the PDU session ID in the RV QoE metric configuration. 
In the current spec, the PDU session ID list has been included in the RV QoE report with the RV QoE metrics’ values. The gNB can know the RVQoE status as per PDU session. And then if the gNB wants to perform the optimization on the specific slice, that’s to say on the specific S-NSSAI, the gNB could make it happen because it knows the mapping between the PDU session ID and the S-NSSAI. But the PDU session ID is not added in the configure message, the redundant or useless RV QoE report may be transferred on Uu interface. It may result in the unnecessary resource and energy waste. 
Between the above two options, we think the first one is prefer. The one slice ID may have several different PDU sessions and the PDU session ID may be changed when the slice is kept. Using the slice ID should be a good choice and straightforward way for per-slice RV QoE collection and optimization on RAN side.
Proposal 2, Add the slice ID information as an explicit IE over Uu in RVQoE configuration and report for per-slice RV QoE collection and optimization. 
[bookmark: OLE_LINK5]Proposal 3, Add the PDU session ID information as an explicit IE over Uu in RVQoE configuration for per-slice RV QoE collection and optimization. It’s another choice for proposal2. 


2.2 RAN visible QoE enhancements for QoE Value
In RAN #96 meeting, the RAN visible QoE value had been discussed as one of R17 left-over QoE issues [4]. In our RAN3#114bis-e meeting, the following agreement was achieved:
 	- No further discussion on RAN visible QoE value in R17, while whether it can be generated by UE application layer can be further discussed in future release
RAN visible QoE value can be utilized to inform gNB about the UE experience reporting from UE, and RAN visible QoE value can be taken into account in the gNB, e.g. resource optimization for gNB.
As defined in TR38.890, “RAN-visible QoE values: A set of values derived from QoE metrics data through a model/function defined in collaboration with SA4.”
Regarding the QoE values, the model to calcualte the QoE value should be standarized and uniformed among all the UEs in the network, otherwise the QoE values are useless. And the different services may use the different method or model to generate the RV QoE values. If the gNB is used to generate the values, it seems it’s impossible to cover all the different services which would be supported in R18. To be honest, it’s out of RAN3 ability to make the advice on how to generate the values.
Since UE app layer knows all the QoE related metrics, it’s better to calculate the RV QoE value by UE app layer according to the different service characteristics. And as far as how to generate the values, we think it should be discussed in SA4 team. The related work in RAN3 could include:
· Design the signalling flow which include the RV-QoE values in RAN related interfaces.
· Send LS to SA4 and other working group, if any, to let them know our requirements and ask for the support.
Observation 2, The different services may use the different method to generate the RV-QoE values. If the gNB is used to generate the values, it seems it’s impossible to cover all the different services which would be supported in R18.
Observation 3, UE app layer knows all the QoE related metrics. It can use them to generate the RV-QoE values according to the different service characteristics. 
Proposal 4, The UE app layer should generate the RV QoE value. More cross working group works are needed. Send LS to related WGs for the topic, if agreed by team.
2.3 RAN visible QoE trigger event
[bookmark: OLE_LINK6]In RAN #96 meeting, the RAN visible QoE trigger event had been discussed as one of R17 left-over QoE issues [4]. In our views, event-based triggering helps operators to collect QoE information form UE when UE is in some special scenarios, such as high-speed scenarios, bad coverage scenarios and high interference scenarios. And those special scenarios are experienced by UE itself, so the condition check should be performed by UE according to the triggering conditions provided in QoE measurement configuration from the network.
For high-speed scenarios, the trigger condition is cell change number and the evaluation time.
For bad coverage scenarios, the trigger condition is thresholds of RSRP
For high interference scenarios, the trigger condition is thresholds of RSRQ
Operator are interested to collect QoE measurements if certain radio channel quality or predefined network events are fulfilled. OAM can specify configuration parameters that RAN or UE can check before sending the QoE report. Introducing RAN visible QoE trigger event can help gNB to get the useful information for network optimization, and the triggering conditions should be provided in QoE measurement configuration from the network. 
Proposal 5: the triggering conditions should be included RVQoE configuration. 
Proposal 6, RAN3 agrees to include below IEs in triggering conditions
· Cell change number and evaluation time
· Thresholds of RSRP
· Thresholds of RSRQ
Proposal 7, send LS to RAN2 on checking trigger conditions in UE
2.4 RAN visible QoE Report over F1
In RAN #96 meeting, the RAN visible QoE report over F1 had been discussed as one of R17 left-over QoE issues [4]. In our views, as discussed before, F1AP should be enhanced to support the QoE related optimization by DU more efficiently. The purpose of the QoE Information Transfer procedure on F1AP is to transfer RAN visible QoE information from the gNB-CU to the gNB-DU. 
We think the purpose is to provide support for QoE-aware packet scheduling. According to TS 38.300, the resources assignment in scheduler is per logical channel, which is mapped to one DRB.
As we know, one PDU session can have multiple QoS flows to serve different service types. For example, the different services can run on the default internet PDU session. As shown in the below picture, Twitter works on QoS flow1, Youtube stream works on QoS Flow2, and Skype voice works on QoS Flow3. All the three different services have the same PDU session ID. The different QoS flows are mapped to different DRBs as they have different QoS requirement.
If only PDU session ID is reported in RVQoE report, the gNB will consider the RVQoE metrics for all the DRBs in the reported PDU session ID, even the RVQoE report only reflect the experience of a specific service on one DRB, i.e. only DRB3 serves the QoS flow 3 for skype voice service in the example below, but QoE-aware scheduling will impact other DRBs like DRB1 and DRB2 for other services. So PDU session ID is not a good reference for QoE-aware scheduling.  



On the other hand, application layer is also aware of QoS flow according to TS 27.007, the reference is shown as below, so it is feasible to include QoS flow identifier in the RVQoE, which is much better than PDU session ID for scheduling.
	[bookmark: _Toc20207663][bookmark: _Toc27579546]TS27.007 10.1.23	PDP context read dynamic parameters +CGCONTRDP
Table 10.1.23-1: +CGCONTRDP action command syntax
	Command
	Possible response(s)

	+CGCONTRDP[=<cid>]
	[+CGCONTRDP: <cid>,<bearer_id>,<apn>[,<local_addr and subnet_mask>[,<gw_addr>[,<DNS_prim_addr>[,<DNS_sec_addr>[,<P-CSCF_prim_addr>[,<P-CSCF_sec_addr>[,<IM_CN_Signalling_Flag>[,<LIPA_indication>[,<IPv4_MTU>[,<WLAN_Offload>[,<Local_Addr_Ind>[,<Non-IP_MTU>[,<Serving_PLMN_rate_control_value>[,<Reliable_Data_Service>[,<PS_Data_Off_Support>[,<PDU_session_id>,<QFI>[,<SSC_mode>[,<S-NSSAI>[,<Access_type>[,<RQ_timer>[,<Always-on_ind>]]]]]]]]]]]]]]]]]]]]]]
[<CR><LF>+CGCONTRDP: <cid>,<bearer_id>,<apn>[,<local_addr and subnet_mask>[,<gw_addr>[,<DNS_prim_addr>[,<DNS_sec_addr>[,<P-CSCF_prim_addr>[,<P-CSCF_sec_addr>[,<IM_CN_Signalling_Flag>[,<LIPA_indication>[,<IPv4_MTU>[,<WLAN_Offload>[,<Local_Addr_Ind>[,<Non-IP_MTU>[,<Serving_PLMN_rate_control_value>[,<Reliable_Data_Service>[,<PS_Data_Off_Support>[,<PDU_session_id>,<QFI>[,<SSC_mode>[,<S-NSSAI>[,<Access_type>[,<RQ_timer>[,<Always-on_ind>]]]]]]]]]]]]]]]]]]]]]
[...]]

	+CGCONTRDP=?
	+CGCONTRDP: (list of <cid>s associated with active contexts)

	NOTE:	The syntax of the AT Set Command is corrected to be according to ITU‑T Recommendation V.250 [14]. Older versions of the specification specify incorrect syntax +CGCONTRDP=[<cid>]



Description
The execution command returns the relevant information <bearer_id>, <apn>, <local_addr and subnet_mask>, <gw_addr>, <DNS_prim_addr>, <DNS_sec_addr>, <P-CSCF_prim_addr>, <P-CSCF_sec_addr>, <IM_CN_Signalling_Flag>, <LIPA_indication>, <IPv4_MTU>, <WLAN_Offload>, <Non-IP_MTU>, <Serving_PLMN_rate_control_value>, <Reliable_Data_Service>, <PS_Data_Off_Support>, <PDU_session_id>, <QFI>, <SSC_mode>, <S-NSSAI>, <Access_type>, <RQ_timer>, <Always-on_ind> PDP_type> and <EDC_policy_ind> for an active non secondary PDP context or a QoS flow of the default QoS rule with the context identifier <cid>.
…
<QFI>: integer type; identifies the QoS flow, see 3GPP TS 24.501 [161].




In the current spec TS24247-h10, it has been noted: the dash client should include the S-NSSAI and DNN that corresponded to the report data for support of per-slice QoE reporting and evaluation in OAM. This information may be retrieved via the AT command +CGDCONT or the specific traffic mapping with URSP rule.
In our understanding, the dash client also can retrieve the QFI information via the AT command +CGDCONTRDP. And then it can retrieve the S-NSSAI and DNN information at the same time.  
So it is possible that UE include the QFI in the RVQoE report and the gNB mapped it to DRB.
Observation 4, one PDU session may have different QoS flows to serve different services.
Observation 5, only reporting PDU session ID along with RVQoE report is ambiguous for scheduling.
Observation 6, UE Application layer is aware of QoS flow identifier just the same as PDU session ID.
Proposal 8, the QoS flow ID should be included in RVQoE report over Uu to realize QoE-aware scheduling.
In split architecture, the RVQoE information in RVQoE report should be transferred from gNB-CU to gNB-DU, the DRB ID or QoS flow ID should be included in the RVQoE information so that the scheduler in MAC layer knows the RVQoE information is for which DRB and then make a proper scheduling decision. 
Proposal 9, either DRB ID or QoS flow ID should be included in QoE information transfer message over F1AP for accurate scheduling.
Conclusion
In this paper, we discussed the NR QoE R17 left-overs issues, the following are observations and proposals:
Observation 1, the per-slice QoE function could not be fully supported well in the current spec for the scenario3 in TR38890. 
Proposal 1, Add the slice ID information in QMC configuration container or in the RRC message as an explicit IE over Uu for per-slice legacy QoE measurement. The preferred solution is to add it in QMC configuration container, which is up to SA’4 decision.
Proposal 2, Add the slice ID information as an explicit IE over Uu in RVQoE configuration and report for per-slice RV QoE collection and optimization. 
Proposal 3, Add the PDU session ID information as an explicit IE over Uu in RVQoE configuration for per-slice RV QoE collection and optimization. It’s another choice for proposal2. 
Observation 2, The different services may use the different method to generate the RV-QoE values. If the gNB is used to generate the values, it seems it’s impossible to cover all the different services which would be supported in R18.
Observation 3, UE app layer knows all the QoE related metrics. It can use them to generate the RV-QoE values according to the different service characteristics. 
Proposal 4, The UE app layer should generate the RV QoE value. More cross working group works are needed. Send LS to related WGs for the topic, if agreed by team.
Proposal 5: the triggering conditions should be included RVQoE configuration. 
Proposal 6, RAN3 agrees to include below IEs in triggering conditions
· Cell change number and evaluation time
· Thresholds of RSRP
· Thresholds of RSRQ
Proposal 7, send LS to RAN2 on checking trigger conditions in UE
Observation 4, one PDU session may have different QoS flows to serve different services.
Observation 5, only reporting PDU session ID along with RVQoE report is ambiguous for scheduling.
Observation 6, UE Application layer is aware of QoS flow identifier just the same as PDU session ID.
Proposal 8, the QoS flow ID should be included in RVQoE report over Uu to realize QoE-aware scheduling.
Proposal 9, either DRB ID or QoS flow ID should be included in QoE information transfer message over F1AP for accurate scheduling.
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