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For the purposes of the present document, the abbreviations given in TR 21.905 [1], in TS 36.300 [2] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1] and TS 36.300 [2].
5GC	5G Core Network
5GS	5G System
5QI	5G QoS Identifier
A-CSI	Aperiodic CSI
AGC	Automatic Gain Control
AI/ML	Artificial Intelligence / Machine Learning
AKA	Authentication and Key Agreement
AMBR	Aggregate Maximum Bit Rate
AMC	Adaptive Modulation and Coding
AMF	Access and Mobility Management Function
ARP	Allocation and Retention Priority
BA	Bandwidth Adaptation
BCCH	Broadcast Control Channel
BCH	Broadcast Channel
BFD	Beam Failure Detection
BH	Backhaul
BL	Bandwidth reduced Low complexity
BPSK	Binary Phase Shift Keying
C-RNTI	Cell RNTI
CAG	Closed Access Group
CAPC	Channel Access Priority Class
CBRA	Contention Based Random Access
CCE	Control Channel Element
CD-SSB	Cell Defining SSB
CFRA	Contention Free Random Access
CG	Configured Grant
CHO	Conditional Handover
CIoT	Cellular Internet of Things
CLI	Cross Link interference
CMAS	Commercial Mobile Alert Service
CORESET	Control Resource Set
CP	Cyclic Prefix
CPA	Conditional PSCell Addition
CPC	Conditional PSCell Change
DAG	Directed Acyclic Graph
DAPS	Dual Active Protocol Stack
DFT	Discrete Fourier Transform
DCI	Downlink Control Information
DCP	DCI with CRC scrambled by PS-RNTI
DL-AoD	Downlink Angle-of-Departure
DL-SCH	Downlink Shared Channel
DL-TDOA	Downlink Time Difference Of Arrival
DMRS	Demodulation Reference Signal
DRX	Discontinuous Reception
E-CID	Enhanced Cell-ID (positioning method)
EHC	Ethernet Header Compression
ETWS	Earthquake and Tsunami Warning System
FS	Feature Set
FSA ID	Frequency Selection Area Identity
G-CS-RNTI	Group Configured Scheduling RNTI
G-RNTI	Group RNTI
GFBR	Guaranteed Flow Bit Rate
GIN	Group ID for Network selection
GSO	Geosynchronous Orbit
H-SFN	Hyper System Frame Number
HAPS	High Altitude Platform Station
HRNN	Human-Readable Network Name
IAB	Integrated Access and Backhaul
IFRI	Intra Frequency Reselection Indication
I-RNTI	Inactive RNTI
INT-RNTI	Interruption RNTI
KPAS	Korean Public Alarm System
L2	Layer-2
L3	Layer-3
LDPC	Low Density Parity Check
LEO	Low Earth Orbit
MBS	Multicast/Broadcast Services
MCE	Measurement Collection Entity
MCCH	MBS Control Channel
MDBV	Maximum Data Burst Volume
MEO	Medium Earth Orbit
MIB	Master Information Block
MICO	Mobile Initiated Connection Only
MFBR	Maximum Flow Bit Rate
MMTEL	Multimedia telephony
MNO	Mobile Network Operator
MPE	Maximum Permissible Exposure
MRB	MBS Radio Bearer
MT	Mobile Termination
MTCH	MBS Traffic Channel
MTSI	Multimedia Telephony Service for IMS
MU-MIMO	Multi User MIMO
Multi-RTT	Multi-Round Trip Time
MUSIM	Multi-Universal Subscriber Identity Module
NB-IoT	Narrow Band Internet of Things
NCD-SSB	Non Cell Defining SSB
NCGI	NR Cell Global Identifier
NCR	Neighbour Cell Relation
NCRT	Neighbour Cell Relation Table
NGAP	NG Application Protocol
NGSO	Non-Geosynchronous Orbit
NID	Network Identifier
NPN	Non-Public Network
NR	NR Radio Access
NSAG	Network Slice AS Group
NTN	Non-Terrestrial Network
P-MPR	Power Management Maximum Power Reduction
P-RNTI	Paging RNTI
PCH	Paging Channel
PCI	Physical Cell Identifier
PDC	Propagation Delay Compensation
PDCCH	Physical Downlink Control Channel
PDSCH	Physical Downlink Shared Channel
PEI	Paging Early Indication
PH	Paging Hyperframe
PLMN	Public Land Mobile Network
PNI-NPN	Public Network Integrated NPN
PO	Paging Occasion
PRACH	Physical Random Access Channel
PRB	Physical Resource Block
PRG	Precoding Resource block Group
PRS	Positioning Reference Signal
PS-RNTI	Power Saving RNTI
PSS	Primary Synchronisation Signal
PTM	Point to Multipoint
PTP	Point to Point
PTW	Paging Time Window
PUCCH	Physical Uplink Control Channel
PUSCH	Physical Uplink Shared Channel
PWS	Public Warning System
QAM	Quadrature Amplitude Modulation
QFI	QoS Flow ID
QMC	QoE Measurement Collection
QoE	Quality of Experience
QPSK	Quadrature Phase Shift Keying
RA	Random Access
RA-RNTI	Random Access RNTI
RACH	Random Access Channel
RANAC	RAN-based Notification Area Code
REG	Resource Element Group
RIM	Remote Interference Management
RLM	Radio Link Monitoring
RMSI	Remaining Minimum SI
RNA	RAN-based Notification Area
RNAU	RAN-based Notification Area Update
RNTI	Radio Network Temporary Identifier
RQA	Reflective QoS Attribute
RQoS	Reflective Quality of Service
RS	Reference Signal
RSRP	Reference Signal Received Power
RSRQ	Reference Signal Received Quality
RSSI	Received Signal Strength Indicator
RSTD	Reference Signal Time Difference
RTT	Round Trip Time
SCS	SubCarrier Spacing
SD	Slice Differentiator
SDAP	Service Data Adaptation Protocol
SDT	Small Data Transmission
SFI-RNTI	Slot Format Indication RNTI
SIB	System Information Block
SI-RNTI	System Information RNTI
SLA	Service Level Agreement
SMC	Security Mode Command
SMF	Session Management Function
S-NSSAI	Single Network Slice Selection Assistance Information
SNPN	Stand-alone Non-Public Network
SNPN ID	Stand-alone Non-Public Network Identity
SPS	Semi-Persistent Scheduling
SR	Scheduling Request
SRAP	Sidelink Relay Adaptation Protocol
SRS	Sounding Reference Signal
SRVCC	Single Radio Voice Call Continuity
SS	Synchronization Signal
SSB	SS/PBCH block
SSS	Secondary Synchronisation Signal
SSSG	Search Space Set Group
SST	Slice/Service Type
SU-MIMO	Single User MIMO
SUL	Supplementary Uplink
TA	Timing Advance
TB	Transport Block
TCE	Trace Collection Entity
TNL	Transport Network Layer
TPC	Transmit Power Control
TRP	Transmit/Receive Point
TRS	Tracking Reference Signal
U2N	UE-to-Network
UCI	Uplink Control Information
UDC	Uplink Data Compression
UE-Slice-MBR	UE Slice Maximum Bit Rate
UL-AoA	Uplink Angles of Arrival
UL-RTOA	Uplink Relative Time of Arrival
UL-SCH	Uplink Shared Channel
UPF	User Plane Function
URLLC	Ultra-Reliable and Low Latency Communications
VR	Virtual Reality
V2X	Vehicle-to-Everything
Xn-C	Xn-Control plane
Xn-U	Xn-User plane
XnAP	Xn Application Protocol
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X	Artificial Intelligence / Machine Learning
[bookmark: _Toc76505088][bookmark: _Toc109154118]X.1	Functional Framework


Figure X.1-1. Functional Framework for RAN Intelligence
This section introduces the common terminologies related to the functional framework for RAN intelligence illustrated in Figure X.1-1.
-	Data Collection is a function that provides input data to Model training and Model inference functions. AI/ML algorithm specific data preparation (e.g., data pre-processing and cleaning, formatting, and transformation) is not carried out in the Data Collection function.
Examples of input data may include measurements from Ues or different network entities, feedback from Actor, output from an AI/ML model.
-	Training Data: Data needed as input for the AI/ML Model Training function.
-	Inference Data: Data needed as input for the AI/ML Model Inference function.
-	Model Training is a function that performs the AI/ML model training, validation, and testing which may generate model performance metrics as part of the model testing procedure. The Model Training function is also responsible for data preparation (e.g., data pre-processing and cleaning, formatting, and transformation) based on Training Data delivered by a Data Collection function, if required.
-	Model Deployment/Update: Used to initially deploy a trained, validated, and tested AI/ML model to the Model Inference function or to deliver an updated model to the Model Inference function.
-	Model Inference is a function that provides AI/ML model inference output (e.g., predictions or decisions). Model Inference function may provide Model Performance Feedback to Model Training function when applicable. The Model Inference function is also responsible for data preparation (e.g., data pre-processing and cleaning, formatting, and transformation) based on Inference Data delivered by a Data Collection function, if required.
-	Output: The inference output of the AI/ML model produced by a Model Inference function.
NOTE 1:	Details of inference output are use case specific.
-	Model Performance Feedback: It may be used for monitoring the performance of the AI/ML model, when available.
NOTE 2:	Details of the Model Performance Feedback process are out of RAN3 scope.
-	Actor is a function that receives the output from the Model Inference function and triggers or performs corresponding actions. The Actor may trigger actions directed to other entities or to itself.
-	Feedback: Information that may be needed to derive training data, inference data or to monitor the performance of the AI/ML Model and its impact to the network through updating of KPIs and performance counters.
X.2	Deployment of AI/ML functions for NG-RAN
[bookmark: _Toc98351703][bookmark: _Toc98748001][bookmark: _Toc105704387][bookmark: _Toc106108505][bookmark: _Toc107829477]X.2.1	General
Following principles of deployment apply for AI/ML for NG-RAN.
-	Data Collection is a function over various interfaces.
-	The Model Training function is either deployed in the OAM or deployed in the NG-RAN.
-	The Model Inference function is always deployed in the NG-RAN.
-	Actor is a legacy function enhanced to utilise inference output. It usually resides in the NG-RAN.
[bookmark: _Toc97840231][bookmark: _Toc99489543][bookmark: _Toc100153148][bookmark: _Toc100154279][bookmark: _Toc100154488][bookmark: _Toc100154995]X.2.2	General Procedure if Model Training is at OAM
In this solution, NG-RAN takes action using AI/ML model trained from OAM.


Figure X.2.2-1. Model Training at OAM, Model Inference at NG-RAN
[bookmark: _Toc97840232][bookmark: _Toc99489544][bookmark: _Toc100153149][bookmark: _Toc100154280][bookmark: _Toc100154489][bookmark: _Toc100154996]Step 0: NG-RAN node 2 is assumed to have an AI/ML model optionally, which can provide NG-RAN node 1 with useful input information.
Step 1: The NG-RAN node 1 configures the UE to provide measurements.
[bookmark: _Hlk95250184]Step 2: The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells, and UE location information may be provided alongside.
Step 3: The UE reports to NG-RAN node 1 requested measurements.
Step 4: NG-RAN node 1 sends necessary input data for Model Training to OAM. NG-RAN node 2 may also sends input data for Model Training to OAM.
Step 5: AI/ML Model Training is located at OAM. The required measurements and input data from other NG-RAN nodes are leveraged to train the AI/ML model.
Step 6: OAM deploys/updates AI/ML model into the NG-RAN node(s). The NG-RAN node is allowed to continue model training based on the received AI/ML model from OAM.
Step 7: The UE reports to NG-RAN node 1 requested measurements.
Step 8: The NG-RAN node 1 receives from the neighbouring NG-RAN node 2 the input information for model inference if applicable.
Step 9: NG-RAN node 1 performs model inference and generate inference output, e.g. predictions or decisions.
Step 10. The NG-RAN 1 sends the model performance feedback to OAM if applicable.
NOTE 1:	This step is out of RAN3 scope.
Step 11: NG-RAN node 1 moves the UE from NG-RAN node 1 to NG-RAN node 2 directly or indirectly according to the inference output.
Step 12: NG-RAN node 1 sends feedback to OAM. NG-RAN node 2 may also sends feedback to OAM.
X.2.3	General Procedure if Model Training is at NG-RAN
In this solution, NG-RAN is responsible for model training and takes action accordingly.


Figure X.2.3-1. Model Training and Model Inference at NG-RAN
Step 0: NG-RAN node 2 is assumed to have an AI/ML model optionally, which can provide NG-RAN node 1 with useful input information.
Step 1: The NG-RAN node 1 configures the UE to provide measurements.
Step 2: The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells, and UE location information may be provided alongside.
Step 3: The UE reports to NG-RAN node 1 requested measurements.
Step 4: The NG-RAN node 1 receives from the neighbouring NG-RAN node 2 the input information for model training if applicable.
Step 5: An AI/ML Model Training is located at NG-RAN node 1. The required measurements and input data from other NG-RAN nodes are leveraged to train the AI/ML model.
Step 6: The UE reports to NG-RAN node 1 requested measurements.
Step 7: NG-RAN node 1 can receive from the neighbouring NG-RAN node 2 the input information for model inference if applicable.
Step 8: NG-RAN node 1 performs model inference and generate inference output, e.g. predictions or decisions.
Step 9: NG-RAN node 1 moves the UE from NG-RAN node 1 to NG-RAN node 2 directly or indirectly according to the inference output.
Step 10: NG-RAN node 2 sends feedback information to NG-RAN node 1 if applicable.
///////////////////////////////////////////////////////////////////////////end///////////////////////////////////////////////////////////////////////////
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