
3GPP TSG-RAN WG3 #117-e	R3-224659
E-meeting, 15th – 24th August 2022	

Source:	CATT
[bookmark: Title]Title:	Discussion on Stage-2 descriptions of AI/ML
[bookmark: Source]Agenda Item:	12.2.1
[bookmark: DocumentFor]Document for:	Discussion and decision

1. Introduction
This discussion paper focuses how to capture AI/ML architecture into Stage-2 specifications.
2. Discussion
2.1. [bookmark: OLE_LINK78][bookmark: OLE_LINK79]For TS 38.300
Like many other WIs, there should be a separate section in TS 38.300 to capture the overall description of AI/ML. AI/ML is not a feature of “vertical support”, so it should not be inserted into Section 16. Nevertheless, AI/ML may be regarded as some kind of self-optimisation and thus it seems reasonable to be inserted into Section 15, but we still prefer adding a whole new section (Section 22 maybe) considering the size of AI/ML WI.
Proposal 1: Add a new section in TS 38.300 for AI/ML.
There should be a general description sub-section capturing the functional framework. The most straightforward part of the functional framework is to copy the entire “functional framework” section form TR 37.817 into TS 38.300. Some editorial change is necessary of course, e.g. removing some “Notes”.
Proposal 2: Copy the entire “functional framework” section form the TR 37.817 into TS 38.300, with some editorial change such as removing some “Notes”.
In addition, we think it also reasonable to capture that the “Model Training” function may reside either in the OAM or in the NG-RAN, whereas the “Model Inference” function resides at the NG-RAN. It may be suitable to be captured in another section.
Proposal 3: Capture that the “Model Training” function may reside either in the OAM or in the NG-RAN, whereas the “Model Inference” function resides at the NG-RAN.
The section for use cases in TR 37.817 is obviously too long to be copied into TS 38.300. For simplicity we propose capturing two figures of signalling flows at first, considering the signalling flows of the three use cases are almost entirely the same and can be easily combined. They can be captured in two separate sub-sections, just like in TR 37.817.
Proposal 4: Merge the 6 signalling flows in TR 37.817 into 2 figures and capture them into a separate section in TS 38.300.
The next section may focus on use cases, but we are not sure whether we should follow the separation of three use cases captured in the TR which highly entangled with one another. We prefer waiting for more input from fellow companies rather than hurrying into any proposals.
2.2. For TS 38.401
The convention on extending TS 38.401 when adding new feature is focusing only on the scenario of split gNB: the functional split should be captured in Section 7 of TS 38.401, whereas the procedure should be described in Section 8.
In Rel-17 we have already agreed that the inference function and the training function—if deployed within NG-RAN—should be deployed within the gNB-CU rather than the gNB-DU. But we have not decided whether it should be within the gNB-CU-CP or in the gNB-CU-UP.
As proposed in another discussion paper R3-xxxx [1], we propose that the baseline is that all AI/ML models are deployed in the gNB-CU-CP, whereas it is open on whether some models, focusing on UP traffic prediction, may be deployed in the gNB-CU-UP as well. This should be captured into Section 7 of TS 38.401.
Proposal 5: Capture into Section 7 of TS 38.401 of functional split of AI/ML in split gNB architecture that it is possible to deploy all AI/ML models in the gNB-CU-CP. It is FFS whether it is allowed for some AI/ML models focusing on UP traffic prediction to be deployed in the gNB-CU-UP.
For procedures, we think it is premature to capture any flow into Section 8 of TS 38.401 before we make some progress on what information may be retrieved from the gNB-DU toward the gNB-CU.
3. Conclusion
Proposal 1: Add a new section in TS 38.300 for AI/ML.
Proposal 2: Copy the entire “functional framework” section form the TR 37.817 into TS 38.300, with some editorial change such as removing some “Notes”.
Proposal 3: Capture that the “Model Training” function may reside either in the OAM or in the NG-RAN, whereas the “Model Inference” function resides at the NG-RAN.
Proposal 4: Merge the 6 signalling flows in TR 37.817 into 2 figures and capture them into a separate section in TS 38.300.
Proposal 5: Capture into Section 7 of TS 38.401 of functional split of AI/ML in split gNB architecture that it is possible to deploy all AI/ML models in the gNB-CU-CP. It is FFS whether it is allowed for some AI/ML models focusing on UP traffic prediction to be deployed in the gNB-CU-UP.
Based on the proposal, we draft 2 Stage-2 TPs [2–3].
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