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1	Introduction
[bookmark: _Hlk85061506]The Rel.17 Study on Data Collection for NG-RAN and EN-DC (TR 37.817) proposes a functional framework that includes the following functions:


Figure 1: Functional Framework for RAN Intelligence
· Data Collection – It provides the input data to Model training and Model inference functions
· Model Training – It does the AI/ML model training, validation, and testing
· Model Inference – It provides the AI/ML model inference output & may provide Model Performance Feedback
· Actor – It receives the inference output and makes use of it for its logic (e.g., triggering some actions directed to other entities or itself)
In the conclusion of the TR we captured the following agreement: “The high-level principles captured in section 4.1 of TR37.817 shall remain valid during normative phase, while the functional framework captured in section 4.2 of TR37.817 should be used as a guideline in normative phase.”
The TR also states the following in context of where the functions may reside:
· The actual location of these functions is dependent on the network deployment. 
This implies that these functions may reside on different NG-RAN nodes (i.e., gNB(s), MN, SN) and need to communicate with each other for the given AI/ML functionality to achieve its purpose. For example, Xn will be required to define new signalling procedure or enhance existing procedures to collect the input data information pertaining to energy savings from neighbouring nodes (for example, current/Predicted resource status, current energy state (e.g., active, high, low, inactive)). Similarly, signalling of information used to derive model inference outputs may be achieved over the Xn interface by reusing existing or new procedures (for example load balancing use case requires one or more of the following request/retrieve predicted resource status information, request/retrieve predicted load balancing strategy information, request/retrieve feedback information).
Observation 1: NG-RAN nodes are expected to communicate different aspects (input, inference, feedback, etc.) of a given AI/ML based functionality on the Xn interface.
In this contribution, we provide our views on the aspect of Model Output Validity time which could not be resolved during the Rel.17 Study on Data Collection for NG-RAN and EN-DC. In particular we provide our views on the following:
· Model output validity time will be discussed during R18 normative work per inference output.
[bookmark: _Hlk90546851]2	Discussion 
The TR 37.817 discusses the following related to the consumption of the model inference by a given network node:
· The Model Inference function should signal the outputs of the model only to nodes that have explicitly requested them (e.g., via subscription), or nodes that take actions based on the output from Model Inference.
A node hosting different AI/ML models produces different types of Inference outputs (e.g., predicted PRB utilization for energy efficiency with a certain validity time and maybe different levels of accuracy for the prediction). 
For model inference function to signal the outputs of the underlying AI/ML model to nodes that are only interested in them, some form of information exchange between nodes is required. In case Model Inference function signals the outputs of the model only to nodes that have explicitly requested those outputs, a neighbouring node would need to indicate its subscription to the host node after which the inference is shared by the hosting node. This is shown by a simple illustration in Figure 2.


Figure 2: Message exchange to illustrate subscription for model inference
Figure 2 illustrates a very simple mechanism to achieve the objective mentioned in the TR about inference subscription. In this exchange, a few steps are required between a node hosting the AI/ML model (Host) and a Neighbour consuming AI/ML Model Inference (Neighbour) from that AI/ML model. If the Neighbour is interested in receiving the Inference e.g, for PRB utilization it may subscribe/register by indicating it to the Host. From this point the Host may share the Inference to the Neighbour (say at a given fixed periodicity for a basic AI/ML model).
Observation 2: An NG-RAN node is required to receive a subscription for an AI/ML model to be able to consume the inference. 
Subscription to an AI/ML Model implies that node consuming the AI/ML Model Inference is aware of the model characteristics. Those may include a Model Descriptor about the problem that the AI/ML Model is solving, an accuracy with which it is trained, a validity time during which the outputs of the AI/ML Model are valid, to mention a few. Therefore, Model Output validity time is not indicated per Model Inference Output but becomes known to the node consuming the Model Inference through the subscription to the AI/ML Model. 
Proposal 1: In case a node has explicitly requested Model Output from a node hosting an AI/ML Model, Model Output Validity Time is not indicated per Model Inference output, but it is known to the node consuming the Model Inference through the subscription to the AI/ML Model.
Continuing further from the section above, TR 37.817 also captures that the Model Inference function should signal the outputs of the model only to nodes (includes self) that take actions based on the output from Model Inference. This implies that Model Inference is required to be shared to nodes that may utilize this information for the enablement of their local functions. One such relevant use case is towards mobility, for example the CHO procedure. In the case of CHO, the source NG-RAN node is already able to indicate the “Estimated Arrival Probability” (value range 1 to 100) which can be set to a high or a low value depending on if the source NG-RAN node knows something about the UE either being stationary or its velocity is no longer the same e.g., by using the location coordinates. However, there is no information to the target that indicates a possible time window in which the UE will arrive. If this information is available, the target NG-RAN node may improve the resource allocation algorithms by either ensuring preparation is done consistently for a given preparation or by balancing resource usage for already served UE(s) in the target NG-RAN node. In some cases, the target NG-RAN node can also smartly allocate resources thus improving the efficiency. When UE starts moving again the source NG-RAN node may inform the target gNB regarding this movement. This may allow better load and admission control at the target NG-RAN node.
Observation 3: A source NG-RAN node may inform a target NG-RAN node an “Estimated Arrival Time” indicating that a UE will arrive after the next X ms (or time offset), which is the “validity time” of this prediction.
Proposal 2: In case Model Inference function signals the outputs of the model only to nodes that take actions based on this output, a validity time of the prediction may be included with the AI/ML Model Inference output. 
3 	Conclusion
In this paper we make the following observations and proposals:
Observation 1: NG-RAN nodes are expected to communicate different aspects (input, inference, feedback, etc.) of a given AI/ML based functionality on the Xn interface.
Observation 2: An NG-RAN node is required to receive a subscription for an AI/ML model to be able to consume the inference. 
Proposal 1: In case a node has explicitly requested Model Output from a node hosting an AI/ML Model, Model Output Validity Time is not indicated per Model Inference output, but it is known to the node consuming the Model Inference through the subscription to the AI/ML Model.
Observation 3: A source NG-RAN node may inform a target NG-RAN node an “Estimated Arrival Time” indicating that a UE will arrive after the next X ms (or time offset), which is the “validity time” of this prediction.
Proposal 2: In case Model Inference function signals the outputs of the model only to nodes that take actions based on this output, a validity time of the prediction may be included with the AI/ML Model Inference output. 
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