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Introduction
An objective for Rel-18 NR NTN is to continue enhancements for both NTN-NTN and NTN-TN mobility and service continuity. Work will consider existing methods from NR TN and Rel-17 NR NTN as baseline for further enhancements, and will target the following specific objectives:
· Specify NTN-TN and NTN-NTN measurement/mobility and service continuity enhancements [RAN2,RAN3,RAN4]
· For NTN-NTN mobility, specify cell reselection enhancements for earth moving cell, the timing based and location-based cell reselection for quasi-earth fixed cell in Rel-17 can be considered as the starting point. [RAN2, RAN3, RAN4]
· Specify NTN-NTN handover enhancement for RRC_CONNECTED UEs in the quasi-earth-fixed cell and earth-moving cell to reduce the signalling overhead. [RAN2, RAN3]
· Specify cell reselection enhancements for RRC_IDLE/INACTIVE UEs to reduce UE power consumption (NTN-TN mobility is prioritized). [RAN2, RAN3, RAN4]
· Study and, if needed, specify enhancement to Xn[/NG] signalling to support feeder link switch-over, CHO, e.g. exchange of necessary information between gNBs. [RAN3]
This document discusses Xn signalling enhancements to support feeder link switch-over (i.e. bullet 5). An overview of Rel-17 NTN deployment scenarios and feeder-link switch is presented, followed by a proposed enhancement to enable exchange of necessary mobility management signalling between source and target gNBs via Uu.
Discussion
NTN deployment scenarios
Rel-17 NTN deployment scenarios are generally classified by three characteristics: 1) the satellite payload configuration; 2) the satellite orbit; and 3) the service link type. Currently NR only supports a transparent payload configuration, where an NTN payload (satellite) forwards the radio protocol received from the UE (via the service link) to the NTN gateway (via the feeder link) and vice-versa. 
Two orbital classfications are supported: Geosynchronous orbit (GSO) and Non-Geosynchronous orbit (NGSO). NGSO orbits include Low Earth Orbit at altitude between approximately 300 km and 1500 km, and Medium Earth Orbit at altitude between approximately 7000 km and 25000 km. GSO altitudes are relatively fixed at approximately 35786km. Round trip propagation delays range from approximately 25.77ms for NGSO at 600km, to 541.46ms for GSO.
Three types of service links are supported:
· Earth-fixed: provisioned by beam(s) continuously covering the same geographical areas all the time;
· Quasi-Earth-fixed: provisioned by beam(s) covering one geographic area for a limited period and a different geographic area during another period;
· Earth-moving: provisioned by beam(s) whose coverage area slides over the Earth surface.
For NGSO satellites, the gNB can provide either quasi-Earth-fixed cell coverage or Earth-moving cell coverage, while gNB operating with GSO satellite can provide Earth fixed cell coverage. Typical beam footprint diameters for NGSO deployments range in diameter from 100 – 1000 km, and GEO deployments range from 200 – 3500 km diameter.
Rel-17 Feeder-link Switch.
In NGSO (non-GEO synchronous) deployments such as LEO, as a satellite moves overhead there becomes a transition point where the satellite has moved sufficiently far from the geographic location of the terrestrial based gateway that feeder-link may no longer be suitable (e.g., due to the curvature of the earth). At this point, the satellite must undergo a feeder-link switch, where the feeder-link with the former (source) gateway will be terminated and a new feeder-link established with an incoming (target) gateway. There are two possible forms of feeder-link switch: a ‘hard’ and a ‘soft’ switch.
In a ‘Hard’ feeder-link switch, the new feeder-link from satellite to target gateway may only be established after the feeder-link with the source gateway has been severed. Although this method may be straightforward to implement, a hard feeder-link switch may result in service continuity issues due to the disappearance of cells associated with the source gNB, as well as very high signalling overhead due to large-scale random access to the target gNB.
In a ‘Soft’ feeder-link switch there is a temporary period where a satellite simultaneously supports multiple feeder-links to the source and target gateway/gNBs. This enables the satellite to broadcast cells associated with both gNBs for a temporary period prior to the feeder-link switch, allowing UEs served by the satellite to gradually transition over to the target gNB (Figure 1). This transition may be further facilitated by, for example, biasing the measurement thresholds of cells associated with neighbouring cells, or via time and/or location-based conditional handover. This reduces the instantaneous signalling load associated with random access to the target cell(s), as well as helping to mitigate service continuity issues.
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Figure 1: A soft feeder-link switch.
Regardless of whether a Hard or Soft feeder-link switch is performed, in Rel-17 it is the most efficient implementation is that a terrestrial connection is available between both the source and target gNBs. This allows the establishment of an Xn interface between both gNBs to exchange mobility management signalling necessary for UE mobility, such as exchange of UE context information. Handover over the NG interface is always possible, but since a high percentage of the handovers due to feeder-link switch could occur over borders, and of course between different operators, we have a situation where NG handovers would almost be the default way of feeder-switch handover which is inherently less efficient, something we should improve.
Observation 1: 	Rel-17 NTN is most efficient when a physical connection between source and target gNBs during feeder-link switch. 
Due to the nature of satellite systems, source and target gNBs may be located in different cities, countries, or continents, and may also belong to different network vendors. It may therefore not be the case that a physical link exists between them. Furthermore, considering the large signaling load necessary to transition all connected UEs served by the satellite in the transitory period before a feeder-link switch, even if a physical link exists between the source and target gNB it must have sufficient throughput and latency characteristics to deal with the large-scale and time-critical signaling load.
Observation 2:	Due to the nature of satellite systems, the source and target gNBs may be located in different cities, countries, or continents, and may also belong to different network vendors. It may not be the case that a physical link exists between the two gNBs.
Lack of a physical link with sufficient throughput characteristics between the source and target gNB would increase the risk of extended service disruption and signaling storms caused by large scale initial access and core network re-registration to the target gNB,. These issues would be further compounded by the fact that this may occur periodically as subsequent satellites within an orbit undergo the same feeder-link switch.
Observation 3:	Lack of a physical link between the source and target gNB would increase the risk of extended service disruption and signaling storms due to requiring initial access and core network re-registration to the target gNB
In case a physical connection does not exist, to avoid the above issues an Xn interface may instead be tunneled over the Uu-based service/feeder-link connection(s) between the source gNB-satellite-target gNB. It is therefore proposed that RAN3 further study how to create a Xn interface over Uu.  
Proposal 1:	Study methods to enable an Xn interface over Uu (e.g. via service/feeder-links).
Conclusion
In this contribution the following observations and proposal were made concerning Xn interface enhancements in Rel-18 NTN:
Observation 1: 	Rel-17 NTN is most efficient when a physical connection between source and target gNBs during feeder-link switch. 
Observation 2:	Due to the nature of satellite systems, the source and target gNBs may be located in different cities, countries, or continents, and may also belong to different network vendors. It may not be the case that a physical link exists between the two gNBs.
Observation 3:	Lack of a physical link between the source and target gNB would increase the risk of extended service disruption and signaling storms due to requiring initial access and core network re-registration to the target gNB
Proposal 1:	Study methods to enable an Xn interface over Uu (e.g. via service/feeder-links).
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