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1. Introduction
In Release 18 RAN3 has a study item “Study on enhancement for resiliency of gNB-CU-CP”. In this study item, we assume the split NG-RAN architecture is used for the gNB-CU-CP resiliency study, and NG-RAN architecture allows flexible disaggregation of gNB functions (CU/DU split, CP/UP separation), where there is scope for enhancement of resiliency and introduce robustness to a gNB.

2. Discussion

In [2], it is commented that for the potential SI on Inter-gNB/gNB-DU CA, it is not worth to spend time for such study, given the unclear benefit expected, compared to existing optimized NR-DC feature. But we believe enhanced DC/CA can’t resolve the failure of highly centralized gNB-CU deployment with large coverage area per gNB-CU, especially from C-Plane perspective. [3]Although private implementation-based solution could improve the resiliency to some extent in some area, a standardized solution is needed, in terms of, e.g.:
· Solutions that require coordination between nodes.
· Solutions that work in multi-vendor environments, e.g. DU and CU from different vendors.
Proposal 1: gNB-CU-(CP) resiliency is necessary and essential to enhance the robustness of C-Plane network entity.
In the legacy network architecture, a gNB-CU-DU is only connected to one gNB-CU-CP. With the increasing number of connected gNB-CU-UP and gNB-DU, gNB-CU-CP will be in the risk of failure caused by the large amount of signalling processing. So this SI will introduce a mechanism to allow the gNB-CU-UP and gNB-DU to recovery service. Higher-layer split between gNB-CU and gNB-DU would enable highly-centralized gNB-CU deployment with large coverage area per gNB-CU, especially from C-Plane perspective. Likewise, Higher-layer split between gNB-CU-CP and gNB-CU-UP would enable highly-centralized gNB-CU-CP deployment with large coverage area per gNB-CU-CP.
As described in the SID[1], such a centralized gNB-CU(-CP) would be a single point of failure. Hence the resiliency of the gNB-CU(-CP) is highly important. Given the limited time allocated for gNB-CU resiliency, only gNB-CU-CP resiliency should be considered in this release, other network node, e.g. AMF, gNB CU(non-split CU architecture) should not be considered in this release if time not allowed.

Proposal 2: only gNB-CU-CP resiliency is considered in this Release, other network node resiliency can be considered if time allowed. 
gNB-CU-CP is a signalling processing node, hardware of gNB-CU-CP works under the high load is facing the risk of failure. In NGAP interface, AMF pool is introduced to enhance the reliability in case of a single AMF failure. Currently, gNB-CU-CP resiliency can be achieved only by appropriate implementation. So in this SID of CU-resiliency, RAN3 is targeting the failure condition, how to recover, and the impact of failure. In addition, the failure reason report should be studied, which can improve the future performance. 
Proposal 3: RAN3 studies the gNB-CU-CP failure scenarios including failure condition, how to recover, the impact of failure, and failure report. 
Failure condition: 
Failure condition is the trigger of gNB-CU-CP resiliency. If a network node is considered a failure when it is crashed completely, then it would be too late to recovery. The network should have scheme to switch part or all of the services/connections to another resilient network node to offload before it completely crashes down. The decision of offloading the service/connection can be either of the below:
1) Up to the implantation of gNB-CU-CP

2) The configured threshold from OAM
Both options work and has no impact to RAN3. So the failure condition can be left to network implementation. 
Proposal 4: failure condition of gNB-CU-CP is up to the network implementation. 
In addition, if any of the adjacent nodes of gNB-CU-CP, e.g. AMF, gNB-CU-CP and gNB-DU lost the connection to gNB-CU-CP, due to an unexpected gNB-CU-CP failure, adjacent node should be able to activate the resilient gNB-CU-CP automatically.
Proposal 5: AMF, gNB-CU-UP and gNB-DU should be able to activate the resilient gNB-CU-CP automatically if the connection to gNB-CU-CP is lost. 
How to recover:

When a gNB-CU-CP is connected by a gNB-DU or gNB-CU-UP, there is a non-UE associated F1/E1 connection established between each pair of F1/E1 connection. After that, UE associated signalling is established, e.g. UE context setup. If one UE establish/modify a UE context over F1/E1 interface, gNB-CU-CP will update the UE context over F1/E1 interface. If the serving gNB-CU-CP support resiliency, all UE context should have a redundant back in the resilient gNB-CU-CP node. When the gNB-CU-CP is in the risk of failure, it should initiate the procedure of resilient node activation, then the resilient gNB-CU-CP can take over the service for the UEs by the pre-stored redundant backup UE context.
Proposal 6: UE context in the serving gNB-CU-CP should have a redundant backup in the resilient gNB-CU-CP node. 
The descendant node of gNB-CU-CP, gNB-CU-UP and gNB-DU, should be configured if gNB-CU-CP is configured with resiliency. In case of the resiliency is activated, the descendant nodes should be notified that the serving gNB-CU-CP will be in failure and the serving gNB-CU-CP will be switched to the resilient gNB-CU-CP.
In addition, the AMF which is connected to gNB-CU-CP, should also be configured with gNB-CU-CP resiliency. When the resilient gNB-CU-CP is activated, the AMF should also be notified and switches the connection from the failure gNB-CU-CP to recover the service. 
Proposal 7: AMF and the descendant node of gNB-CU-CP, gNB-CU-UP and gNB-DU, should be configured if gNB-CU-CP is configured with resiliency. 

When a gNB-CU-CP failure happens, the nodes which connect to gNB-CU-CP should be notified and activate the resilient gNB-CU-CP connection. The resiliency activation message should be activated by the gNB-CU-CP, and the failure reason should be reported to all connected node to optimize the system robustness. 
Proposal 8: failure reason should be defined and be reported to all connected node, e.g., AMF, gNB-CU-UP, gNB-DU. 
3. Summary
In this paper we discussed the scenarios of gNB-CU-CP resiliency regarding which node should be configured resiliency, how to recover, how to optimize the failure, and the failure conditions as well. Hereby we have the following proposals:
Proposal 1: gNB-CU-(CP) resiliency is necessary and essential to enhance the robustness of C-Plane network entity.

Proposal 2: only gNB-CU-CP resiliency is considered in this Release, other network node resiliency can be considered if time allowed. 
Proposal 3: RAN3 studies the gNB-CU-CP failure scenarios including failure condition, how to recover, the impact of failure, and failure report. 
Proposal 4: failure condition of gNB-CU-CP is up to the network implementation. 
Proposal 5: AMF, gNB-CU-UP and gNB-DU should be able to activate the resilient gNB-CU-CP automatically if the connection to gNB-CU-CP is lost. 
Proposal 6: UE context in the serving gNB-CU-CP should have a redundant backup in the resilient gNB-CU-CP node. 
Proposal 7: AMF and the descendant node of gNB-CU-CP, gNB-CU-UP and gNB-DU, should be configured if gNB-CU-CP is configured with resiliency. 

Proposal 8: failure reason should be defined and be reported to all connected node, e.g., AMF, gNB-CU-UP, gNB-DU. 
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