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[bookmark: _Toc2086441]4	General
Editor Note: Capture the general descriptions
The NR gNB disaggregated architecture is characterized by the presence of a single gNB-CU-CP, which is in control of one or more gNB-DU(s) and one or more gNB-CU-UP(s). Similarly, a gNB-DU may interact with multiple gNB-CU-UPs simultaneously for the same user context as long as they are controlled by the same gNB-CU-CP.
In the event of a failure at gNB-CU-CP, the likely outcome is that all user contexts will be affected and experience user service interruption. Similarly, although the Stage 2 mentions that for resiliency purposes, a gNB-DU/gNB-CU-UP may be connected to multiple gNB-CU-CPs by appropriate implementation, such mechanisms, if any, will be limited to single vendor deployments. Hence, such solutions will not be multi-vendor operable. 

<< next change >>
5	Study failure scenarios associated with the gNB-CU-CP

The most relevant scenarios in regard to gNB-CU-CP are those that will incur a failure of the entire gNB-CU-CP. Such cases would affect all the existing UE contexts under the gNB-CU-CP where the failure occurred. Likewise, the disaggregated gNB architecture allows for very large configurations. A given gNB-CU-CP can host 512 gNB-DUs, and a total of 16,384 cells with existing specifications. Furthermore, each cell may be serving hundreds of UEs Therefore, a gNB-CU-CP failure can incur a very high impact in service availability and user experience for a very large number of UEs. Further, these failure scenarios can incur further problems by generating very high signalling loads from e.g., re-establishment of connections and signalling interfaces.
In contrast issues affecting only limited portions of the gNB-CU-CP, for example, trouble incurred from individual hardware blades in a virtualized environment, are not the focus of this study.
<< next change >>
5.1	Scenarios A, B, C and issue description 
Editor Note: Capture the descriptions of failure scenario and issue.
(A) Node breakdown leading to a gNB-CU-CP failure
This failure scenario includes cases where the gNB-CU-CP becomes completely unresponsive. This could be e.g., due to hardware failure, or power source becoming lost and unrecoverable.

(B) Natural disaster leading to loss of the gNB-CU-CP
This failure scenario includes cases where the gNB-CU-CP becomes unrecoverable due to the node itself becoming destroyed or its required connectivity, hence becoming unrecoverable. This could be result of e.g., an earthquake, tsunami, or major fire.

(C) Human-made disaster leading to loss of the gNB-CU-CP
This failure scenario is similar to that caused by natural means but with the source of the failure being due to human involvement. This failure could be result e.g., of war, civil war, terrorism or social unrest.

Available recovery action for (A)(B)(C): 
No specified recovery mechanism defined. The peer elements (e.g., gNB-DU) are expected to eventually remove the user contexts. The UE(s) may also experience Radio Link Failure (RLF) and transition to RRC_IDLE state. Similarly, depending on implementation, the gNB-DU may attempt to establish a new F1-C link to a different gNB-CU-CP (if configured) and set and associate itself with this new node from scratch, resulting in large downtime.
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Figure 1. Example of gNB-CU-CP Failure Scenarios (A)(B)(C)

5.1	Scenario D 
(D) Signalling Interface Link Failure
This failure includes cases where the control plane signalling link becomes unavailable. The issue may be temporary (e.g., intermittent issues at a switch/router at a given communication path), or (semi-)permanent. 

Available recovery action: 
The network node that determines the link instability as a failure (e.g., t link becoming unresponsive for a pre-defined period of time) shall issue Reset message over all other network interfaces and locally release the user contexts associated with the faulty link.
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Figure 2. Example of gNB-CU-CP Failure Scenario (D)

5.1	Scenario E 
(E) Planned Maintenance Causing Downtime
This use case corresponds to maintenance events (e.g., Software upgrade, new feature activations, public protests or temporary unrest). Software upgrade may result in a full reboot of the gNB-CU-CP as well. 

Available recovery action
Upon reboot, the gNB-CU-CP will issue a Reset procedure to the peer nodes (gNB-DU and gNB-CU-UP) to remove all the remaining user contexts previously associated with the gNB-CU-CP and have a clean start. Likewise, depending on implementation, a gNB-CU-CP may steer user contexts to a separate gNB prior to the maintenance event (either entirely, resulting in forced mobility events but no data loss, or partially to a limited number of users).
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Figure 3. Example of gNB-CU-CP Failure Scenario (E)


<< next change >>

6	Conclusion

RAN3 proposes to continue the study item focusing on the potential solutions to address the gNB-CU-CP failure scenarios (A to E) described in this Technical Report in an inter-vendor capable way.

<< end of change proposals >>




image1.emf
gNB-CU-CP

gNB-CU-UP1

gNB-CU-UP2

gNB-DU2

(cells 33-64)

gNB-DU1

(cells 1-32)

gNB-DU3

(cells 65-96)

gNB-DU512

(cells 16,352-

16,384)

Location A

Location B Location C

E1

E1

F1-U

F1-U

F1-C

Node is Lost!


image2.emf
gNB-CU-CP

gNB-CU-UP1

gNB-CU-UP2

gNB-DU2

(cells 33-64)

gNB-DU1

(cells 1-32)

gNB-DU3

(cells 65-96)

gNB-DU512

(cells 16,352-

16,384)

Location A

Location B Location C

E1

E1

F1-U

F1-U

F1-C

Link Failure!


image3.emf
gNB-CU-CP

gNB-CU-UP1

gNB-CU-UP2

gNB-DU2

(cells 33-64)

gNB-DU1

(cells 1-32)

gNB-DU3

(cells 65-96)

gNB-DU512

(cells 16,352-

16,384)

Location A

Location B Location C

E1

E1

F1-U

F1-U

F1-C

Reboot!


