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1	Introduction
In December RAN plenary approved the work item for Artificial Intelligence (AI)/Machine Learning (ML) for NG-RAN  
The main objective of the WI is:
Specify data collection enhancements and signalling support within existing NG-RAN interfaces and architecture (including non-split architecture and split architecture) for AI/ML-based Network Energy Saving, Load Balancing and Mobility Optimization. (RAN3).
This is the follow up to the study of these topics the outcome of which is captured in 37.817.
The study item made a number of agreements on how to proceed but left a number of topics open to be resolved during the specification phase.
This contribution tries to enumerate the open issues and group the open issues into common themes. 
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In December RAN plenary approved the work item for Artificial Intelligence (AI)/Machine Learning (ML) for NG-RAN  
The main objective of the WI is:
Specify data collection enhancements and signaling support within existing NG-RAN interfaces and architecture (including non-split architecture and split architecture) for AI/ML-based Network Energy Saving, Load Balancing and Mobility Optimization. (RAN3).
This is the follow up to the study of these topics the outcome of which is captured in 37.817.
The study item made a number of agreements on how to proceed but left a number of topics open to be resolved during the specification phase.
This contribution looks at one of the open issues namely validity time. . 
2	Discussion
2.1	Validity Time 
Validity time has been discussed over many meetings with no firm conclusion. Let’s take a look at the standard impact of validity time. 
It is obvious that any prediction made by an AI/ML model is for a certain time t with an acceptable accuracy level and will become stale (e.g., not achieving the acceptable accuracy level) sometime after that. For example, a mobility optimization model may generate at time t=0 that UE 2 will be ready for a handover from its current cell to cell B in t+5 seconds. The prediction would obviously only be valid for a short period with a given accuracy level after this because, if a UE is still in mobility, its movement would make the prediction obsolete in a short period of time due to future horizon forecasts accuracy, characteristics of ML models. Therefore, it is clear that any prediction made by a model that is targeted towards a particular moment in time t, is obsolete a short time after t. Note that in some cases, the prediction can be made for “immediately”, (example a load balancing model predicting any immediate next value), but given signalling delays (e.g in the Xn), the prediction still needs to be considered somewhat in the future, if even on the order of ms. Prediction  			Prediction Received 
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The above figure illustrates a situation where gNB1 predicts something like for example resource status, and these predictions apply starting at time T. But of course that prediction will be valid (i.e., the error in the prediction will remain in an acceptable range) for a limited time, for this example it is time T+n. If the gNB2 receives a prediction from in an XnAP message (for example during handover preparation or other time the gNB2 can only assume the prediction is only valid with a given accuracy level for a period of time, if it is to use in any way (to optimize or trigger another event) it has to know when time T+n occurs. 
Therefore, it is obvious that for a prediction there is a time when it starts being valid with a given accuracy level and a time when it becomes stale and stops being valid, i.e., not achieving the given accuracy level. This means that the validity time exists at least at the local node but won’t necessarily have standard impact. For example, in the load balancing use case one output is 
The predicted UE(s) selected to be handed over to target NG-RAN node (will be used by RAN node internally)
This output is acted upon within the local node by generating handover commands towards the UE and handover preparations to the NG RAN nodes that will receive the UEs. In this case the UE and the target gNB will act upon the handover commands as normal and thus don’t need to understand the validity time of the prediction that generated the action in the gNB, or in fact it might not even need to know that the handover commands were produced as an action from the prediction of an AI/ML model. However, the validity time still can be considered as a parameter in case the handover decision process somehow takes longer than the validity time, particularly when multiple handovers are necessary for example, the Energy Savings or Load Balancing use cases.. Then, the local node may not proceed with the handover.
Another output for the load balancing use case is:
Predicted resource status information of neighbouring NG-RAN node(s)
The issue here is whether the source gNB should send the predicted resource status to target gNB to assist in its admission control. If it is determined that it would be beneficial to send, then including a validity time along with it would make sense. Of course, an alternative is that we have an inferred fixed validity time of the prediction, for example starting from the reception of the prediction and lasting x seconds. Or as another option, the length or the last data point of a prediction (e.g., in the case of time series) can implicitly become the validity time. This is independent of whether a new IE is created or an existing one is extended. 
The best case for validity time is if you have an action that a model in gNB1 generates that needs to be initiated in the UE or in gNB2. In that case the UE or gNB2 needs to know how long the prediction that the action is generated from is still good. We could not find any cases of this in the current use cases, but we can’t rule out that it could be a part of future use cases. 
Therefore, from the above we have the following proposal to handle validity time going forward:
Proposal: Validity time is a local node model output with no standards impact unless an output is sent to another node in assistance, or an action is triggered to be initiated in another gNB or the UE. 
3	Proposal
Proposal: Validity time is a local node model output with no standards impact unless an output is sent to another node in assistance, or an action is triggered to be initiated in another gNB or the UE. 
