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1	Introduction
[bookmark: _Hlk85061506]In this contribution we discuss a few remaining open points of the AI/ML Framework. In addition, we discuss the possible impacts that feedback collection could incur on network nodes and as well as the possibility to associate a cost on feedback requests. 
2	Discussion on open issues in AI/ML Framework 
The AI/ML Functional Framework captured in [1] is shown in Figure 1:


[bookmark: _Ref70672315]Figure 1 Functional Framework as captured in the TR 37.817.

 The following points remain open from last meeting:  
· FFS on whether model performance evaluation / generating of model performance metrics is performed in Model Inference.
· It is FFS whether Model Inference provides Model Performance Feedback to Model Training function.

Model performance evaluation is the process of generating model performance metrics. This is the outcome of Model Testing, which takes place before model deployment, in Model Training.

Proposal 1: Model Performance evaluation/generating of model performance metrics is performed in Model Training and not in Model Inference.

Model Performance is an important aspect of ML Model workflow and relates to fluctuations of Model Performance over time due to changes in the environment after a ML Model is deployed. Those fluctuations may affect ML Model accuracy or suitability to a problem. To address Model Performance fluctuations (also known as ML Model Drift) continuous ML Model Monitoring may be needed. Model Performance is related on how good an ML Model is, e.g., with respect to different accuracy metrics (that depend on the ML Model and Algorithm). As an example, the ML Model may be well trained and may have a good accuracy, but still its performance may be poor, if the environment has changed. It is up to Model Inference to inform Model Training for instance that an ML Model needs retraining. 

Observation 1: Model Performance Feedback is not related to performance and KPIs, but to how good an ML Model is for the given environment.

To convey the fact that Model Performance Feedback is not about performance and KPIs, we suggest to rename it to “Model Feedback”.

Proposal 2: Rename Model Performance Feedback to Model Feedback to avoid confusion with performance.

Model Performance feedback is sent optionally, when there is a need for Model Inference to send Model Performance to Model Training (e.g., in case of Model re-training).

Proposal 3: Remove the FFS from Model Performance Feedback in the Figure 4.2-1. Make Model Performance Feedback arrow dashed to show it is optional.
 
Proposal 4: Remove the FFSs on Model Performance feedback from the TR and update the corresponding text.

3	Cost of Feedback Collection
In [2] we made the observation that Data collection for the purpose of Model Training is different from existing data collection methods in that the amount of needed measurements may be much higher. A similar observation is valid when it comes to collecting Feedback after Actor executes Model Inference. Let’s consider the use case of AI/ML Energy Saving as an example (though the other use cases could also be considered). Let’s consider also the possible solutions we have agreed illustrated in Figure 2 and Figure 3. In Figure 2 OAM that is responsible for offline training receives feedback from the RAN regarding the Handover performance, while in Figure 3 gNB feedback is sent from the Target gNB to the Source gNB after the AI/ML Handover decision. 



[bookmark: _Ref92199350]Figure 2 Model Training in OAM, Model Inference in NG-RAN




[bookmark: _Ref92199130]Figure 3 Model Training and Model Inference in NG-RAN
This feedback collection is a new step introduced for AI/ML decisions and it collected on top of normal operation. If a gNB is requested too much feedback (for example by too many neighboring nodes or from OAM performing AI/ML Training), this can affect its operations. Depending on the nature of feedback, it may require a considerable amount of gNB resources to be calculated. If a high number of gNBs request different feedback information from their neighbours, this can create a lot of overhead at a gNB related to feedback. 

Observation 2: Collection of feedback for AI/ML is an extra task for the gNB and should be controlled to avoid negative impacts on Network Operation. 

Observation 3: Feedback can consume a considerable amount of resources at the node where feedback is requested.

A way to control the amount of measurements requested for feedback is to introduce – as proposed in R3-215477 for Training purposes – a total budget for feedback at the entity producing such and associate a cost to each measurement provided in the feedback. This enables the node that produces the feedback information to indicate and control how many measurements it is willing to produce for feedback purposes.

Proposal 5: Overhead related to feedback needs to be controlled.

The cost information and the budget for measurements can be indicated to the entities that request the feedback. For example, a gNB can indicate to its neighbours that it is willing to use a certain budget (number of units of its resources) for producing feedback and providing it to its neighbour gNBs. A gNB can also indicate a cost (in terms of units of resources) that the different kinds of feedback information it produces may cost. For example it can assign a higher cost to measurements that require a longer period of time to be calculated as opposed to other measurements that could be computed faster.  A neighbouring gNB or OAM can subsequently place requests for feedback such that a certain budget is not exceeded.    
 
Observation 4: Different measurements sent in the feedback may have different costs depending on the required consumed resources to calculate the measurements.

Proposal 6: Introduce a cost per feedback information sent from an entity producing feedback to the requesting entity. 
 
We finally propose to agree the TP provided in the annex of this contribution:

Proposal 7: Agree the TP for TR 37.817 provided in the Annex.
5	Conclusion
We make the following observations and proposals:

Proposal 1: Model Performance evaluation/generating of model performance metrics is performed in Model Training and not in Model Inference.
Observation 1: Model Performance Feedback is not related to performance and KPIs, but to how good an ML Model is for the given environment.
Proposal 2: Rename Model Performance Feedback to Model Feedback to avoid confusion with performance.
Proposal 3: Remove the FFS from Model Performance Feedback in the Figure 4.2-1. Make Model Performance Feedback arrow dashed to show it is optional.
Proposal 4: Remove the FFSs on Model Performance feedback from the TR and update the corresponding text.
Observation 2: Collection of feedback for AI/ML is an extra task for the gNB and should be controlled to avoid negative impacts on Network Operation. 
Observation 3: Feedback can consume a considerable amount of resources at the node where feedback is requested.
Proposal 5: Overhead related to feedback needs to be controlled.
Observation 4: Different measurements sent in the feedback may have different costs depending on the required consumed resources to calculate the measurements.

Proposal 6: Introduce a cost per feedback information sent from an entity producing feedback to the requesting entity. 
Proposal 7: Agree the TP for TR 37.817 provided in the Annex.
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[bookmark: _Toc88582280]4.2	Functional Framework
Editor Note: FFS on whether model performance evaluation / generating of model performance metrics is performed in Model Inference.



  
Figure 4.2-1: Functional Framework for RAN Intelligence
This section introduces the common terminologies related to the functional framework for RAN intelligence illustrated in Figure 4.2-1. For the functions and data/information flows shown in the Figure 4.2-1, whether there is any standardization impact and what is the standardization impact are discussed in clause 5.
· Data Collection is a function that provides input data to Model training and Model inference functions. AI/ML algorithm specific data preparation (e.g., data pre-processing and cleaning, formatting, and transformation) is not carried out in the Data Collection function.  
Examples of input data may include measurements from UEs or different network entities, feedback from Actor, output from an AI/ML model.
· Training Data: Data needed as input for the AI/ML Model Training function.
· Inference Data: Data needed  as input for the AI/ML Model Inference function.
· Model Training is a function that performs the ML model training, validation, and testing which may generate model performance metrics as part of the model testing procedure. The Model Training function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation) based on Training Data delivered by a Data Collection function, if required. 

· [bookmark: _Hlk87349515]Model Deployment/Update: Used to initially deploy a trained, validated, and tested AI/ML model to the Model Inference function or to deliver an updated model to the Model Inference function. 
· Note: Details of the Model Deployment/Update process as well as the use case specific AI/ML models transferred via this process are out of RAN3 Rel-17 study scope. The feasibility to single-vendor or multi-vendor environment has not been studied in RAN3 Rel-17 study.

· Model Inference is a function that provides AI/ML model inference output (e.g. predictions or decisions) . It is FFS whether it assumed that Model Inference may (optionally) provides model performance feedback to Model Training function. The Model inference function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation) based on Inference Data delivered by a Data Collection function, if required. 
· Output: The inference output of the AI/ML model produced by a Model Inference function. 
· Note: Details of inference output are use case specific. 
· (FFS) Model Performance Feedback: Applied if certain information derived from Model Inference function is suitable for improvement of the AI/ML model trained in Model Training function. Feedback from Actor or other network entities (via Data Collection function) may be needed at Model Inference function to create Model Performance Feedback.
· Note: Details of the Model Performance Feedback process are out of RAN3 Rel-17 study scope.

· Actor is a function that receives the output from the Model inference function and triggers or performs corresponding actions. The Actor may trigger actions directed to other entities or to itself. Actor sends Feedback to Data Collection. Overhead related to Feedback needs to be controlled. A cost related to feedback may be introduced.
· Feedback: Information that may be needed to derive training or inference data or performance feedback.
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