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Introduction

The work item on NR Multicast and Broadcast services has been agreed at RAN#88 in [2].  
SA2 has almost completed the stage 2 TS in TS 23.247 [3].  

At the last RAN3#114, RAN3 agreed to the following for the mobility between supporting nodes:

To support PDCP SN sync, support alt 2 (PDCP SN Sync for a common CU-UP) in Rel-17.
To support PDCP SN sync, support alt 1 (PDCP SN Sync among RAN nodes with different CU-UP) in Rel-17.

Compromised WF:

Continue the discussion on both Alt1 and Alt2 solutions together in the next meeting
This paper provides details on the support of alternative 1.  

Desynchronization between Source and Target MBS cells
The desynchronization is due to the fact that Source and target gNBs perform independent transmission of one MBS service for the following reasons:

· MBS packets from MB-UPF may arrive to the gNBs at different time

· The gNBs may have different buffer status leading to different scheduling progress. For example, the cells can perform PTM transmission with independent MCS setting and scheduler.
As a result the progress of packets may vary between the independent source and target cell. 

The de-synchronization described above further leads to packet loss during the UE mobility even in mobility from PTP mode in source cell to PTP mode in target cell that is shown in figure 1. This is because the received packet SN in the target cell may have more progressed compared to the received packet SN in the source cell.
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Figure 1: PTP->PTP Handover

Observation 1: A common PDCP is a PDCP entity handling both PTM and PTP legs in a cell. The source cell and target cell have common PDCPs which are desynchronized. 
Minimizing data loss using PTP mode in target cell
Assuming that common PDCP for PTM and PTP legs is used in both source and target cells, as a first step, we propose to look at the case of handover of a UE to PTP mode in target cell. As explained above, when the PDCP SN of target cell MRB is ahead of the PDCP SN of the source cell MRB the handover will result in packet loss.
To this end, during the handover preparation, a forwarding tunnel can be setup between source and target cell. The PTP layer 2 configuration at target side can be prepared and the PDCP PDUs kept buffered for this PTP leg. The logic in the target gNB can be to deliver first the forwarded PDCP PDUs from the source before fresh PDCP PDUs from the target.  

Because a common PDCP is used at target gNB, the delivery of PDCP PDUs over the PTM leg is assumed to continue in the target cell together with the delivery of the forwarded as well as the fresh packets for the UE over the PTP leg. This can be left up to the target gNB implementation how the target PTP leg can catch up the delivery of the target PTM leg. 

It is noted that this solution is feasible as long as PDCP count values are consistent across source and target cells.

Proposal 1: support “minimize data loss” using data forwarding and PTP mode in target cell with common PDCP and by synchronizing PDCP count between source and target cell.
Synchronization of PDCP count between Source and Target cell

As mentioned above, PDCP count values are required to be consistent across source and target cells to allow for minimizing data loss into PTP mode in target cell.  In this regard, the most straightforward solution to synchronize the PDCP count between source and target cell is to use an N3 sequence number generated by the MB-UPF. 
Proposal 2: PDCP SN synchronization is derived from a common received CN (Core Network) SN (Sequence number).  

At the last RAN3#114, the following options were listed by the moderator:

· Option 1. based on the per MBS session tunnel N3 sequence number generated by the MB-UPF 
· Option 2. based on per DL QFI Sequence Number 
· 2a. with limitation of one to one mapping between QoS flow and MRB, and PDCP SN synced with existing DL QFI Sequence Number 
· 2b. with limitation of one to one mapping between QoS flow and MRB, and PDCP Count value synced with dedicated DL QFI Sequence Number 
· 2c. with flexible mapping between QoS flow and MRB.

Regarding the CN SN encoding, no company supported option 1.

To determine whether existing DL QFI Sequence Number shall be reused or a new dedicated MBS DL QFI Sequence Number, Nokia position is driven by RAN2. From RAN2 perspective, synchronizing using PDCP SN or using PDCP Count could both work as there is no security involved. However, Nokia position is that current PDCP specification is written using COUNT everywhere and it is less specification impact to reuse PDCP COUNT also for MBS.

This is why also for TS 38.415 we prefer transferring COUNT value (4 octets) and not reuse the existing DL QFI SN.

Proposal 3: agree the TP in Annex A for TS 38.415 to encode the CN SN with a dedicated MBS DL QFI aligned with 4 octets COUNT value to minimize the impact on RAN2 PDCP specification.
Mapping between QoS Flows and MRB

For the mapping of QoS Flows to MRBs the opinions were split and the Summary Of Discussions at RAN3#114 in [4] left open two alternatives:

Proposal 3: FFS on the mapping rule from QoS flow to MRB:

- alt 1. one to one mapping 

- alt 2. flexible mapping as the QoS modeling defined for 5G.

Alternative 1 is clearly the simplest approach because a DL QFI SN directly translates into identical PDCP SN in both source and target cells.

However, the following issues are being discussed in SA2, CT1 and RAN2:
· Maximum number of concurrent multicast sessions: This number represents how many multicast sessions a UE shall be able to join and receive data from with a proposal ranging from 8 up to 32 multicast session per PDU session between CT1 and SA2. Details can be found in S2-2108404.
· Maximum number of radio bearers configurable to a UE: It was proposed in RAN2 that a UE should support 16 bearers (i.e. maximum number of DRBs and MRBs combined) with no UE capability indication. The maximum number of supported bearers may be larger and signalled to the network as UE capability. Details can be found in R2-2109900.
The above means to shrink the number of possible MRBs and in contrast expect multiple possible MBS sessions and many associated MBS QoS flows. These recent discussions make alternative 1 challengeable if they become agreements in RAN2 and SA2. It may thus be useful for RAN to investigate the feasibility of alternative 2.
The real challenge with alternative 2 is to avoid sending duplicates. Taking a simple example, assuming two QoS flows 1 and 2 mapped to MRB at source and target, the source and target may not allocate the same PDCP SN to the same packets and it can happen that if e.g. QoS flow 1 is ahead at source the target gNB could transmit a packet already transmitted to the UE at source even if it has a non-yet transmitted PDCP SN.  

A possible solution for alternative 2 can be to use similar legacy principles of lossless i.e. use the source MRB configuration for some transient time at the target before reconfiguring to target MRB.

A workable scheme can be as follows:

· First the same configuration as the source MRB1 is configured to the UE by the target gNB via HO command (see step 2 below). The MRB1 is setup in PTP mode. The Handover Request Acknowledge indicates the CN SN (sequence numbers) where the target starts buffering for each of the QoS fows.

· After sending the HO command, all packets which are sent over source cell MRB1 PTM by the source gNB are also forwarded from source to target with their PDCP SN so that target can deliver them when UE has arrived at target over the MRB1 PTP setup for the UE (see steps 3,4). The UE can discard the duplicate packets that might also have been received at source before moving using their MRB1 PDCP SN.

· After some timer, the source gNB stops at step 5 the forwarding and sends the Xn Status Transfer message indicating for each QoS Flow the CN SN of the last packet which was forwarded together with the corresponding MRB1 PDCP SN.
· The target uses the received Status Transfer message to infer the MRB2 PDCP SN corresponding to the last packet of any QoS flow delivered over MRB1 at target which has already been delivered over MRB2 PTM at target. 
· packets buffered at target are sent to the UE until the above last packet (step 6), after that the target gNB can reconfigure the UE into MRB2 split bearer. It may first schedule over PTP leg of MRB2 for catch up. 

The figure below illustrates the scheme for alternative 2 with one MRB but this can also work for multiple MRBs and multiple QoS flow to MRB mappings:
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Figure 2: Possible alternative 2 solution reusing MRB configuration at source gNB in target gNB
The above example just shows that a solution is possible with the following enhancements:

· Send from target gNB to source gNB the CN SN of each QoS flow that target starts buffering in the HO Request acknowledge,
· Send in the Status Transfer from source gNB to target gNB for each MRB the list of QoS flows and for each QoS flow the last forwarded CN SN together with the associated PDCP SN.

Given the new challenges in RAN2/SA2 and that solution for alternative 2 are possible, alternative 2 is proposed. 
Proposal 4: agree alternative 2 and to send in the HO Request acknowledge the CN SN of each QoS flow that target starts buffering and in the Status Transfer for each MRB the list of QoS flows and for each QoS flow the last forwarded CN SN together with the associated PDCP SN. Example TP for TS 38.423 is in annex B.

Conclusion and Proposals
This paper has investigated the requirements related to handover between two cells supporting MBS.
These conclusions are summarized in following proposals:

Proposal 1: support “minimize data loss” using data forwarding and PTP mode in target cell with common PDCP and by synchronizing PDCP count between source and target cell.

Proposal 2: PDCP SN synchronization is derived from a common received CN (Core Network) SN (Sequence number).  

Proposal 3: agree to encode the CN SN with a dedicated MBS DL QFI aligned with 4 octets COUNT value to minimize the impact on RAN2 PDCP specification. Agree the TP in Annex A for TS 38.415.
Proposal 4: agree alternative 2 (multiple QoS flows to MRB mapping) and to send in the HO Request acknowledge the CN SN of each QoS flow that target starts buffering and in the Status Transfer for each MRB the list of QoS flows and for each QoS flow the last forwarded CN SN together with the associated PDCP SN. Proposal 5: Agree the TP in annex B for TS 38.423. 
The annex C further provides an update of the stage 2 TS 38.300 concerning the latest agreements of RAN3 for mobility between supporting nodes.
Proposal 6: agree the TP in annex C for TS 38.300.
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3
Definitions and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

Multicast Broadcast User Plane Function: as defined in TS 23.501 [5].

NG-U: logical interface between NG-RAN node and UPF as described in TS 38.300 [2].

Xn-U: logical interface between NG-RAN nodes as defined in TS 38.300 [2].
3.2
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
MB-UPF
Multicast Broadcast User Plane Function
PDCP
Packet Data Convergence Protocol
PPI
Paging Policy Indicator

PPP
Paging Policy Presence

QFI
QoS Flow Identifier
RQA
Reflective QoS Attribute

RQI
Reflective QoS Indication

SN
Sequence Number
UP
User Plane
UPF
User Plane Function
Not modified
5.4
Elementary procedures

5.4.1
Transfer of DL PDU Session Information 

5.4.1.1
Successful operation

The purpose of the Transfer of DL PDU Session Information procedure is to send control information elements related to the PDU Session from UPF to NG-RAN. 

In the case of uplink and downlink data forwarding the DL PDU Session Information procedure shall be used to send control information elements related to the PDU Session from UPF/NG-RAN to NG-RAN/UPF.

A PDU Session user plane instance making use of the Transfer of DL PDU Session Information procedure is associated to a single PDU Session. The Transfer of DL PDU Session Information procedure may be invoked whenever packets for that particular PDU Session need to be transferred across the related interface instance.

The DL PDU SESSION INFORMATION frame includes a QoS Flow Identifier (QFI) field associated with the transferred packet. The NG-RAN shall use the received QFI to determine the QoS flow and QoS profile which are associated with the received packet. 

The DL PDU SESSION INFORMATION frame shall include the Reflective QoS Indicator (RQI) field to indicate that user plane Reflective QoS shall be activated or not. The NG-RAN shall, if RQA has been configured for the involved QoS flow, take the RQI into account as specified in TS 37.324 [4].

The DL PDU SESSION INFORMATION frame may also include a Paging Policy Indicator (PPI) field associated with the transferred packet. The NG-RAN shall use the received PPI to determine the paging policy differentiation which is associated with the received packet as described in [5].

The DL PDU SESSION INFORMATION frame may also include a QoS Monitoring Packet (QMP) field and a DL sending time stamp field. The NG-RAN shall, if QoS monitoring has been configured for the included QFI field, perform delay measurement and QoS monitoring, as specified in TS 23.501 [5].

The DL PDU SESSION INFORMATION frame may also include a DL QFI Sequence Number field associated with the transferred packet. The NG-RAN shall, if the QoS flow has been configured eligible for redundant transport bearer in TS 38.413 [6], use the received DL QFI Sequence Number field to determine and eliminate duplicated packets for a given QoS flow as specified in TS 23.501 [5].
The DL PDU SESSION INFORMATION frame may also include a DL MBS QFI Sequence Number field associated with the transferred packet. The NG-RAN shall use the received DL MBS QFI Sequence Number field to determine the PDCP count that should be used when transferring the packet over the radio as specified in TS 38.300 [2].

When needed, the NG-RAN shall propagate the DL PDU Session Information to a peer NG-RAN.
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Figure 5.4.1.1-1: Successful Transfer of DL PDU Session Information

5.4.1.2
Unsuccessful operation

Void.

Not modified
5.5.2.1
DL PDU SESSION INFORMATION (PDU Type 0)

This frame format is defined to allow the NG-RAN to receive some control information elements which are associated with the transfer of a packet over the interface.

The following shows the respective DL PDU SESSION INFORMATION frame.

	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	

	
	
	
	

	
	
	

	
	

	
	

	
	



	Bits
	Number of Octets

	7
	6
	5
	4
	3
	2
	1
	0
	

	PDU Type (=0)
	QMP
	SNP
	MSNP
	Spare
	1

	PPP
	RQI
	QoS Flow Identifier 
	1

	PPI
	Spare
	0 or 1

	DL Sending Time Stamp
	0 or 8

	DL QFI Sequence Number
	0 or 3

	DL MBS QFI Sequence Number 
	0 or 4

	Padding 
	0-3



Figure 5.5.2.1-1: DL PDU SESSION INFORMATION (PDU Type 0) Format

Not modified
5.5.3
Coding of information elements in frames

5.5.3.1
PDU Type

Description: The PDU Type indicates the structure of the PDU session UP frame. The field takes the value of the PDU Type it identifies; i.e. "0" for PDU Type 0. The PDU type is in bit 4 to bit 7 in the first octet of the frame.

Value range: {0= DL PDU SESSION INFORMATION, 1=UL PDU SESSION INFORMATION, 2-15=reserved for future PDU type extensions}.

Field length: 4 bits.

Not modified
5.5.3.22
D1 UL PDCP Delay Result Ind

Description: This parameter indicates if the UL Delay Result includes or not includes the D1 measurement (UL PDCP Packet Average Delay). This parameter shall be ignored if the UL Delay Ind is set to “0”.
Value range: {0= D1 UL PDCP Packet Average Delay measurement is not included, 1= D1 UL PDCP Packet Average Delay measurement is included}.

Field length: 1 bit.

5.5.3.x
Multicast Sequence Number Presence (MSNP)

Description: This parameter indicates the presence of the DL MBS QFI Sequence Number in the DL PDU Session Information frame.

Value range: {0= DL MBS QFI Sequence Number not present, 1= DL MBS QFI Sequence Number present}.

Field length: 1 bit. 
5.5.3.y
DL MBS QFI Sequence Number

Description: This parameter indicates the sequence number as assigned by the MB-UPF associated with a given MBS QoS Flow. Encoding FFS.
Value range: {0..232-1}.

Field length: 4 octets.

5.5.4
Timers

Void.

Annex B: TP for TS 38.423
9.1.1.1
HANDOVER REQUEST

This message is sent by the source NG-RAN node to the target NG-RAN node to request the preparation of resources for a handover.

Direction: source NG-RAN node ( target NG-RAN node.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	Source NG-RAN node UE XnAP ID reference
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the source NG-RAN node
	YES
	reject

	Cause
	M
	
	9.2.3.2
	
	YES
	reject

	Target Cell Global ID
	M
	
	9.2.3.25
	Includes either an E-UTRA CGI or an NR CGI
	YES
	reject

	GUAMI
	M
	
	9.2.3.24
	
	YES
	reject

	UE Context Information
	
	1
	
	
	YES
	reject

	>NG-C UE associated Signalling reference
	M
	
	AMF UE NGAP ID

9.2.3.26
	Allocated at the AMF on the source NG-C connection.
	–
	

	>Signalling TNL association address at source NG-C side
	M
	
	CP Transport Layer Information

9.2.3.31
	This IE indicates the AMF’s IP address of the SCTP association used at the source NG-C interface instance.
Note: If no UE TNLA binding exists at the source NG-RAN node, the source NG-RAN node indicates the TNL association address it would have selected if it would have had to create a UE TNLA binding.
	–
	

	>UE Security Capabilities
	M
	
	9.2.3.49
	
	–
	

	>AS Security Information
	M
	
	9.2.3.50
	
	–
	

	>Index to RAT/Frequency Selection Priority
	O
	
	9.2.3.23
	
	–
	

	>UE Aggregate Maximum Bit Rate
	M
	
	9.2.3.17
	
	–
	

	>PDU Session Resources To Be Setup List
	
	1
	9.2.1.1
	Similar to NG-C signalling, containing UL tunnel information per PDU Session Resource;

and in addition, the source side QoS flow ( DRB mapping
	–
	

	>RRC Context
	M
	
	OCTET STRING
	Either includes the HandoverPreparationInformation message as defined in subclause 10.2.2. of TS 36.331 [14], or the HandoverPreparationInformation-NB message as defined in subclause 10.6.2 of TS 36.331 [14], if the target NG-RAN node is an ng-eNB,

or the HandoverPreparationInformation message as defined in subclause 11.2.2 of TS 38.331 [10], if the target NG-RAN node is a gNB.
	–
	

	>Location Reporting Information
	O
	
	9.2.3.47
	Includes the necessary parameters for location reporting.
	–
	

	>Mobility Restriction List
	O
	
	9.2.3.53
	
	–
	

	>Management Based MDT PLMN List 
	O
	
	MDT PLMN List

9.2.3.133
	
	YES
	ignore

	>5GC Mobility Restriction List Container
	O
	
	9.2.3.100
	
	YES
	ignore

	>NR UE Sidelink Aggregate Maximum Bit Rate
	O
	
	9.2.3.107
	This IE applies only if the UE is authorized for NR V2X services.
	YES
	ignore

	>LTE UE Sidelink Aggregate Maximum Bit Rate
	O
	
	9.2.3.108
	This IE applies only if the UE is authorized for LTE V2X services.
	YES
	ignore

	>UE Radio Capability ID
	O
	
	9.2.3.138
	
	YES
	reject

	>UE MBS Broadcast Context 
	O
	
	9.2.3.y4
	
	YES
	reject

	Trace Activation
	O
	
	9.2.3.55
	
	YES
	ignore

	Masked IMEISV
	O
	
	9.2.3.32
	
	YES
	ignore

	UE History Information
	M
	
	9.2.3.64
	
	YES
	ignore

	UE Context Reference at the S-NG-RAN node
	O
	
	
	
	YES
	ignore

	>Global NG-RAN Node ID
	M
	
	9.2.2.3
	
	–
	

	>S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

9.2.3.16
	
	–
	

	Conditional Handover Information Request
	O
	
	
	
	YES
	reject

	>CHO Trigger
	M
	
	ENUMERATED (CHO-initiation, CHO-replace, …)
	
	–
	

	>Target NG-RAN node UE XnAP ID
	C-ifCHOmod
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the target NG-RAN node
	–
	

	>Estimated Arrival Probability
	O
	
	INTEGER (1..100)
	
	–
	

	NR V2X Services Authorized
	O
	
	9.2.3.105
	
	YES
	ignore

	LTE V2X Services Authorized
	O
	
	9.2.3.106
	
	YES
	ignore

	PC5 QoS Parameters
	O
	
	9.2.3.109
	This IE applies only if the UE is authorized for NR V2X services.
	YES
	ignore

	Mobility Information
	O
	
	BIT STRING (SIZE (32))
	Information related to the handover; the source NG-RAN node provides it in order to enable later analysis of the conditions that led to a wrong HO.
	YES
	ignore

	UE History Information from the UE
	O
	
	9.2.3.110
	
	YES
	ignore

	IAB Node Indication
	O
	
	ENUMERATED (true, ...)
	
	YES
	reject


	Condition
	Explanation

	ifCHOmod
	This IE shall be present if the CHO Trigger IE is present and set to "CHO-replace".


	Range bound
	Explanation

	maxnoofMDTPLMNs
	PLMNs in the Management Based MDT PLMN list. Value is 16.


Next change
9.1.1.4
SN STATUS TRANSFER

This message is sent by the source NG-RAN node to the target NG-RAN node to transfer the uplink/downlink PDCP SN and HFN status during a handover or for dual connectivity.

Direction:
source NG-RAN node ( target NG-RAN node(handover), 
NG-RAN node from which the DRB context is transferred ( NG-RAN node to which the DRB context is transferred (RRC connection re-establishment or dual connectivity).

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	ignore

	Source NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated for handover at the source NG-RAN node and for dual connectivity at the NG-RAN node from which the DRB context is transferred.
	YES
	reject

	Target NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated for handover at the target NG-RAN node and for dual connectivity at the NG-RAN node to which the DRB context is transferred.
	YES
	reject

	DRBs Subject To Status Transfer List
	M
	
	9.2.1.14
	
	YES
	ignore

	QoS Flows Subject To Status Transfer List
	M
	
	9.2.1.x
	
	YES
	ignore


Next change
9.2.1.1
PDU Session Resources To Be Setup List

This IE contains PDU session resource related information used at UE context transfer between NG-RAN nodes.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	PDU Session Resources To Be Setup List
	
	1
	
	
	–
	

	>PDU Session Resources To Be Setup Item
	
	1 .. <maxnoof PDU sessions >
	
	
	–
	

	>>PDU Session ID
	M
	
	9.2.3.18
	
	–
	

	>>S-NSSAI
	M
	
	9.2.3.21
	
	–
	

	>>PDU Session Resource Aggregate Maximum Bitrate
	O
	
	PDU Session Aggregate Maximum Bit Rate

9.2.3.69
	This IE shall be present when at least one Non-GBR QoS Flow has been setup.
	–
	

	>>UL NG-U UP TNL Information at UPF 
	M
	
	UP Transport Layer Information 9.2.3.30
	UPF endpoint of the NG-U transport bearer. For delivery of UL PDUs
	–
	

	>>Source DL NG-U TNL Information
	O
	
	UP Transport Layer Information 9.2.3.30
	Indicates the possibility to keep the NG-U GTP-U tunnel termination point at the target NG-RAN node.
	–
	

	>>Security Indication
	O
	
	9.2.3.52
	
	–
	

	>>PDU Session Type
	M
	
	9.2.3.19
	
	–
	

	>>Network Instance
	O
	
	9.2.3.85
	This IE is ignored if the Common Network Instance IE is present.
	–
	

	>>QoS Flows To Be Setup List
	
	1
	
	
	–
	

	>>>QoS Flows To Be Setup Item
	
	1 .. <maxnoofQoSFlows>
	
	
	–
	

	>>>>QoS Flow Identifier
	M
	
	9.2.3.10
	
	–
	

	>>>>QoS Flow Level QoS Parameters 
	M
	
	9.2.3.5
	
	–
	

	>>>>E-RAB ID
	O
	
	INTEGER (0..15, …)
	
	–
	

	>>>>TSC Traffic Characteristics
	O
	
	9.2.3.114
	
	YES
	ignore

	>>>>Redundant QoS Flow Indicator
	O
	
	9.2.3.118
	
	YES
	ignore

	>>Data Forwarding and Offloading Info from source NG-RAN node
	O
	
	9.2.1.17
	
	–
	

	>>Additional UL NG-U UP TNL Information at UPF List
	O
	
	Additional UP Transport Layer Information 9.2.1.32
	Additional UPF endpoint of the NG-U transport bearer. For delivery of UL PDUs
	YES
	ignore

	>> Common Network Instance
	O
	
	9.2.3.92
	
	YES
	ignore

	>>Redundant UL NG-U UP TNL Information at UPF 
	O
	
	UP Transport Layer Information 9.2.3.30
	UPF endpoint of the NG-U transport bearer. For delivery of UL PDUs for the redundant transmission
	YES
	ignore

	>>Additional Redundant UL NG-U UP TNL Information at UPF List
	O
	
	Additional UP Transport Layer Information 9.2.1.32
	Additional Redundant UPF endpoint of the NG-U transport bearer. For delivery of UL PDUs
	YES
	ignore

	>>Redundant Common Network Instance
	O
	
	Common Network Instance

9.2.3.92
	
	YES
	ignore

	>>Redundant PDU Session Information
	O
	
	9.2.3.112
	
	YES
	ignore

	MBS Session List
	O
	
	
	
	YES
	reject

	>MBS Session Item
	
	1..<maxnoofMBSSessions>
	
	
	-
	

	    >>MBS Session ID
	M
	
	9.2.3.x1
	
	-
	

	    >>Multicast Context to Add
	M
	
	9.2.3.y1
	
	-
	


	Range bound
	Explanation

	maxnoofPDUSessions
	Maximum no. of PDU sessions. Value is 256

	maxnoofQoSFlows
	Maximum no. of QoS flows allowed within one PDU session. Value is 64.


Next change
9.2.1.2
PDU Session Resources Admitted List

This IE contains PDU session resource related information to report success of the establishment of PDU session resources.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	PDU Session Resources Admitted List
	
	1
	
	
	–
	

	>PDU Session Resources Admitted Item
	
	1..<maxnoofPDUSessions>
	
	
	–
	

	>>PDU Session ID 
	M
	
	9.2.3.18
	
	–
	

	>>PDU Session Resource Admitted Info
	M
	
	
	
	–
	

	>>>DL NG-U TNL Information Unchanged
	O
	
	ENUMERATED (True, …)
	Indicates the NG-U tunnels that have been kept unchanged at the target NG-RAN node
	–
	

	>>>QoS Flows Admitted List
	
	1
	
	
	–
	

	>>>>QoS Flows Admitted Item
	
	1..<maxnoofQoSFlows>
	
	
	–
	

	>>>>>QoS Flow Identifier
	M
	
	9.2.3.10
	
	–
	

	>>>>>Current QoS Parameters Set Index
	O
	
	9.2.3.103
	Index to the currently fulfilled alternative QoS parameters set.
	YES
	ignore

	>>>QoS Flows not Admitted List
	O
	
	QoS Flow List with Cause

9.2.1.4
	
	–
	

	>>>Data Forwarding Info from target NG-RAN node
	O
	
	9.2.1.16
	
	–
	

	>>>Secondary Data Forwarding Info from target NG-RAN node List
	O
	
	9.2.1.31
	This IE would be present only when the target M-NG-RAN node decide to split a PDU session between MN and SN
	YES
	ignore

	>>MBS Session Resources Admitted List 
	M
	
	9.2.3.y2
	
	–
	

	>>MBS Session Resources Not Admitted List 
	M
	
	9.2.3.y3
	
	–
	


	Range bound
	Explanation

	maxnoofPDUSessions
	Maximum no. of PDU sessions. Value is 256

	maxnoofQoSFlows
	Maximum no. of QoS flows allowed within one PDU session. Value is 64.


Next change
9.2.1.x
QoS Flows Subject To Status Transfer List

This IE contains a list of QoS Flows for MBS containing information about Core Network Sequence Number status.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	QoS Flows Subject To Status Transfer Item
	
	1 .. <maxnoofMRBs>
	
	
	–
	

	>MRB ID
	M
	
	FFS
	
	–
	

	>QoS Flow SN List
	M
	
	
	
	–
	

	    >>QoS Flow SN Item
	
	1 .. <maxnoofQoSFlows>
	
	
	–
	

	   >>>MBS QoS Flow ID
	M
	
	QoS Flow Identifier

9.2.3.10
	
	–
	

	  >>>CN Sequence Number
	M
	
	OCTET STRING (4)
	CN sequence number of the first packet not sent by source for this QoS Flow.
	–
	

	  >>>DL COUNT Value
	M
	
	9.2.3.37

COUNT Value for PDCP SN 
	PDCP SN COUNT associated to the CN Sequence Number.
	–
	


	Range bound
	Explanation

	maxnoofMRBs
	Maximum no. of MRBs. Value is 32. 

	maxnoofQoSFlows
	Maximum no. of QoSFlows. Value is 64.


Next change
9.2.3.y1
Multicast Context to Add
This IE contains the MBS context information for a multicast session.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	MBS QoS Flow List to Add
	
	1
	
	

	>MBS QoS Flow Item to add
	
	1..<maxnoofMBSQoSFlows>
	
	

	>>MBS QoS Flow Identifier
	M
	
	QoS Flow Identifier

9.2.3.10
	

	>>MBS QoS Flow Level QoS Parameters
	M
	
	QoS Flow Level QoS Parameters

9.2.3.5
	

	>>Associated unicast QoS Flow Identifier
	O
	
	QoS Flow Identifier

9.2.3.10
	

	MBS Service Area List
	
	0..1
	
	

	>MBS Service Area Item
	
	1..<maxnoofMBSAreas>
	
	

	  >>MBS Service Area
	M
	
	9.2.3.x3
	

	  >>MBS Area Session ID
	O
	
	INTEGER (0..65535)
	

	  >>MB-SMF ID (FFS)
	O
	
	9.2.3.x2 (FFS)
	


	Range bound
	Explanation

	maxnoofMBSQoSFlows
	Maximum no. of MBS QoS Flows in the MBS Sessions. Value is 16. 

	maxnoofMBSAreas
	Maximum no. of MBS Areas for the MBS Session. Value is FFS. 


Editor’s Note: the above assumes that in case of location dependent multicast delivery an NG-RAN node receives all MBS Service Areas (for all Area Session IDs it is involved in for a given MBS Session (FFS with SA2)). 
Next change
9.2.3.y2
MBS Session Resources Admitted List

This IE contains MBS session resource related information to report success of the establishment of MBS session resources.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	MBS Session Resources Admitted List
	
	1
	
	
	–
	

	>MBS Session Resources Admitted Item
	
	1..<maxnoofMBSSessions>
	
	
	–
	

	>>MBS Session ID 
	M
	
	9.2.3.x1
	
	–
	

	 >>MBS QoS Flows Admitted List
	M
	
	
	
	–
	

	>>>MBS QoS Flows Admitted Item
	
	1..<maxnoofMBSQoSFlows>
	
	
	–
	

	  >>>>MBS QoS Flow Identifier
	
	
	QoS Flow Identifier

9.2.3.10 
	
	–
	

	  >>>>CN Sequence Number
	
	
	OCTET STRING (4)
	CN sequence number of the first packet buffered at target for this QoS Flow
	–
	

	   >> MBS QoS Flows not Admitted List
	O
	
	QoS Flow List with Cause

9.2.1.4
	
	–
	


	Range bound
	Explanation

	maxnoofMBSSessions
	Maximum no. of MBS Sessions. Value is 16.

	maxnoofMBSQoSFlows
	Maximum no. of MBS QoS Flows in the MBS Sessions. Value is 16.


Next change
9.2.3.y3
MBS Session Resources Not Admitted List

This IE contains a list of MBS session resources which were not admitted to be added or modified.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	MBS Session Resources Not Admitted List
	
	1
	
	

	>MBS Session Resources Not Admitted Item
	
	1..<maxnoofMBSSessions>
	
	

	>>MBS Session ID 
	M
	
	9.2.3.x1
	

	>>Cause
	O
	
	9.2.3.2
	


	Range bound
	Explanation

	maxnoofMBSSessions
	Maximum no. of MBS sessions. Value is 16


Next change
9.2.3.y4
UE MBS Broadcast Context 

The UE MBS Broadcast Context contains information related to MBS Broadcast Sessions which the UE is interested in.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	UE Broadcast Session List
	
	
	
	
	YES
	ignore

	>UE Broadcast Session Item
	
	1..<maxnoofMBSSessions>
	
	
	-
	

	>>MBS Session ID
	M
	
	9.2.3.x1
	 
	-
	


	Range bound
	Explanation

	maxnoofMBSSessions
	Maximum no. of MBS Sessions. Value is 16.


Next change
9.2.3.x1
MBS Session ID

This IE identifies an MBS Session. The definition and use of the MBS Session ID is specified in TS 23.501 [9].

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	TMGI
	M
	
	FFS
	Encoded as TS 23.303.

	NID
	O
	
	FFS
	


9.2.3.x2
MB-SMF ID
This IE identifies an MB-SMF.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	MB-SMF ID
	M
	
	FFS
	


9.2.3.x3
MBS Service Area
This IE contains the MBS service area.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	MBS Area Cell List
	
	1..<maxnoofCellsforMBS>
	
	

	>>NR CGI
	M
	
	9.3.1.7
	

	MBS Area TAI List
	
	1..<maxnoofTAIforMBS>
	
	

	>>TAI 
	M
	
	9.3.3.11 
	


	Range bound
	Explanation

	maxnoofCellsforMBS
	Maximum no. of cells. Value is FFS. 

	maxnoofTAIforMBS
	Maximum no. of TAIs. Value is FFS. 


Annex C: TP for TS 38.300
16.x.5
Mobility

Editor’s Note: Mobility aspects to be covered here.

16.x.5.1
General

Mobility principles builds on existing functionality including functions described in section 9.2. 
16.x.5.2
Multicast Mobility from MBS supporting cell to MBS supporting cell

During handover preparation phase, the source NG-RAN node transfers to the target NG-RAN node in the UE context information about the MBS sessions the UE has joined. For each Multicast session with ongoing user data transmission for which no MBS Session Resources exist at the target NG-RAN node, the target NG-RAN node triggers the setup of MBS user plane resources towards the 5GC using the MBS User Plane Resources Setup procedure.  If unicast transport is used, the target NG-RAN node provides the DL tunnel endpoint to be used to the MB-SMF. If multicast transport is used it receives the IP multicast source address from the MB-SMF.
During handover execution, the MBS configuration decided at target NG-RAN node is sent to the UE via the source NG-RAN node within an RRC container (FFS) as specified in TS 38.331 [12]. When the UE connects to the target NG-RAN node, it sends an indication that it is an MBS-supporting node to the SMF in the Path Switch Request message (Xn handover) or Handover Request Acknowledge message (NG handover).

Upon successful handover completion, the source NG-RAN node triggers the release of the MBS user plane resources towards the 5GC for any multicast session which is no longer used by any UE using the MBS User Plane Resources Release procedure. 
16.x.5.3
Multicast Mobility from/to MBS supporting cell to/from MBS non-supporting cell

During an active multicast MBS session, at mobility from an MBS-supporting NG-RAN node to a non-MBS supporting NG-RAN node, the target NG-RAN node sets up PDU Session resources associated to the multicast MBS Session. The SMF infers from the absence of an ‘MBS-support“ indication in the Path Switch Request message (Xn handover) or Handover Request Acknowledge message (NG handover) that the 5GC has to switch to 5GC individual MBS traffic delivery for that UE as specified in TS 23.247 [x]. 

If data forwarding is applied the source NG-RAN node infers from the handover preparation response message that the target NG-RAN node does not support MBS and changes the QFI(s) in the forwarded packets to the associated unicast QFI(s) if respective mapping information is available.

Editor’s Note: whether the source NG-RAN node may also learn before the handover preparation response message that the target NG-RAN node is non-MBS supporting is FFS. 

Editor’s Note: whether other options for mobility from supporting nodes to non-supporting nodes are specified to minimize data loss is FFS. 

For mobility from non-MBS supporting NG-RAN node to MBS-supporting NG-RAN node, the existing Xn/NG handover procedures apply. The 5GC infers from the presence of the ‘MBS-supporting“ indicator in the Path Switch Request message (Xn handover) or Handover Request Acknowledge message (NG handover) that PDU sessions resources associated with active multicast MBS session(s) can be switched from 5GC MBS individual traffic delivery to 5GC shared traffic delivery [details FFS]. 
16.x.5.4
Broadcast Mobility 

Editor’s Note: intends to cover information related to broadcast exchanged during mobility.  
NR MBS supports MBS frequency layer prioritization for broadcast MBS sessions. 

For delivery of location dependent contents of a broadcast session, Area session ID related information is included in the NGAP broadcast session resource setup procedure associated with MBS service area information and per Area Session ID NG-U tunnels are established.
During handover preparation phase, the source NG-RAN node transfers to the target NG-RAN node in the UE context information about UE interest to receive broadcast MBS sessions. 
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