[bookmark: _Toc193024528]3GPP TSG-RAN WG3 Meeting #114b-e	R3-220319
E-meeting, 17-26 Jan 2022

[bookmark: _GoBack]Title: 	(TP for SON BLCR for 38.473,  38.401,38.300, 38.470) Coverage and Capacity Optimization
Source: 	Huawei
Agenda item:	10.2.2
Document Type:	other
1. Introduction
The three issues identified in RAN3#112 were:
Issue 1: In LTE, OAM defines a set of alternative coverage configurations to be used for cells served by a node. Does this apply also for NR?
Issue2: If one node modifies the coverage of one or more cells, a neighbor node may also adjust the coverage of one or more cells. Is there any limitations e.g. that the node shall not reduce the aggregated coverage of his served cells? If not, is there any additional configuration from OAM needed to support this or are the involved nodes completely free to adjust (keeping in mind any limitations from Issue 1 above)?
Issue 3: For F1, the CU is providing assistance information to the DU and the DU makes the final decision on which coverage configuration to use (since the DU is the only one who knows the resource situation), but is the CU to be involved by e.g, proposing/deciding coverage configurations to the gNB DU? 
In last RAN3#113 there was limited discussion and no progress on the above issues, so this document re-iterates this discussion. 
The three issues outlined above are important since they clarify the requirement on the solution and also have big impact on which solution to select. Therefore this paper focus on these issues and proposes how to proceed. Based on these proposals we also present what a suitable solution in RAN3 scope would look like.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]2. Background
During discussions in LTE, there where proposals trying to describe the coverage configuration in terms of coverage change, i.e. to indicate how much bigger the cell becomes. Some different options are possible here, e.g. describing how the parameters change (tilt, Tx power) or trying to describe the geographical shape of the cell. This would however require a lot from the access node – he would have to have access to radio planning tools/models to understand what a modified parameter would result in.
This is the main reason why a more abstract configuration indicator is selected in LTE. This gives an indication that a change has occurred and also gives a chance for the receiving node to learn what this configuration in a neighbour node means. It should also be noted that there is a relationship between the coverage configuration from OAM and what is signalled over X2. Therefore, by defining the different OAM configurations, the operator also has a control over what is signalled over X2.
Observation 1: In LTE, there was a relationship between the OAM configurations and the indicator used over X2.
Another important part is that the usage of this abstract indicator was specified only for MRO. When a new indicator is received, the node can store the current MRO state (all corrections and also all statistics that are used or not yet used to influence the mobility parameters) and retrieve the state matching the indicator that is received. This means that MRO does not have to start from scratch every time the coverage state in a neighbour node is updated. Other usage is of course not precluded, but there is no support for this in the LTE specification. In NR we are opening the door for adding new usage for the CCO indicator. 
Observation 2. In LTE, usage of CCO exchange was specified only for MRO, but in NR we are discussing to add additional usage for the CCO indicator.
There are also some principles to keep in mind. The first principle is that coverage modifications are a sensitive subject for an operator. Changing the coverage pose the risk of creating coverage holes which have an immediate and negative impact on the end customer. Especially if the coverage problem is reoccurring and happening more frequently in certain locations. 
Observation 3: Changing the coverage pose the risk of creating coverage holes which have an immediate and negative impact on the end customer.
Another important factor is that the requirements on coverage may be very strict. This could include regulator requirements. There could for example be a requirement to guarantee the coverage in one area but also a requirement not to interfere in a certain area. 
Observation 4: There may be strict requirements associated with coverage.
3. Discussion 
3.1 Issue 1- Alternative coverage configurations
The issue identified was:
Issue 1: In LTE, it OAM defines a set of alternative coverage configurations to be used for cells served by a node. Does this apply also for NR?
In LTE, we have the following statement in 36.300:
Each eNB may be configured with alternative coverage configurations and an eNB may autonomously select and switch between these configurations, e.g. using the Active Antenna Systems functions.
The background to this statement is that there was a concern among operators that by allowing the eNB to select coverage configurations without any configuration from OAM would create a risk for coverage holes being introduced. Normally, the detailed configurations are set by using planning tools. Therefore, the solution assumes that the planning tool creates multiple configurations with a predicted coverage.  The reason for all this is that coverage holes have a direct impact on customer satisfaction and coverage holes are not straightforward to identify and mitigate. 
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Therefore, in LTE, it was agreed that OAM would provide the allowed coverage configurations, and that OAM could create this e.g. by the help of a radio planning tool, thereby reducing the risk for creating coverage holes.
Note also that since this is within a node, the configuration from OAM could allow to e.g. merge/split cells from the same node.
On the other hand, we should probably not exclude that the possibilities for RAN nodes to make this decision has evolved since the last discussion in LTE. We are for example enhancing the SON related reporting and we are talking about using artificial intelligence. Also, there is a possibility that the operator defines different layers, where one layer is used to provide coverage and where another layer may be less sensitive to coverage holes. So it would probably be reasonable to discuss the option of allowing more autonomous decisions in the NG-RAN node, while still allowing the operator have full control about which freedom is allowed in each cell. 
I few look more closely into the coverage problem mitigation scenario and further assume that there exist the following coverage areas:
· One area were coverage is required. This may for example be an area where there a regulatory or business reasons for guaranteeing the coverage. 
· One area where a certain level of emission is forbidden. e.g. due to interference sensitive system in this area.
· one desired area where the gNB is currently not providing coverage but where the node would like to provide coverage
If we start with a simple example (depicted below) where the CCO action is to extend the coverage of cell 1, e.g. by an uptilt of the antenna, into the desired (dashed) area while still covering the required area but without extending into the forbidden area. 
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Next, we look at a similar scenario, but where the CCO action becomes a bit more complex. Similar as before, the gNB detects that a CCO action is desirable but in this case, this must be accomplished with a combination of radio layer reconfigurations, e.g. modifying the angle of the antenna and an uptilt in order to avoid impacting the forbidden area. This is depicted below, where the area is extended into the desired (dashed blue) area while still covering the required area but without extending into the forbidden area. If we only solve this by uptilt (dashed line), the new coverage may extend into the forbidden area.
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[bookmark: _Ref90638380]Figure 2. CCO action to enhance coverage requiring multiple changes
This example shows that there is a relationship between the parameters and the benefit of providing multiple sets is that we can convey this dependency. 
Therefore, we prefer a solution where OAM defines alternative coverage configurations and also include a range for how parameters may be adjusted in this coverage configuration
In order to further illustrate this solution, we look at one cell and two alternative coverage configurations from the previous example. By allowing freedom in some parameters, the node would be allowed to adjust inside one configuration without notifying the neighbour cell. This is illustrated in the figure below as the yellow area for. Although this may look like a small enhancement, this would give the node freedom to adjust the coverage area.
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But this solution would also allow for a more flexible configuration without the use of multiple alternative coverage configurations defined by OAM. If we instead only define one alternative coverage configurations but increase the freedom to a maximum, we would reduce the need for planning in OAM (if this is desired) and instead letting the gNB being responsible for adjusting. This would allow the gNB to make similar coverage modifications as in the previous example while still not using multiple configuration from OAM. Conf 3

In fact, in the extreme case, the above solution is similar to not defining any alternative coverage configurations at all in the standards. The drawback of having this is however that we have no possibility to let OAM put requirements where more strict control is needed. 
Based on the above discussion, we propose to agree that we should allow OAM to give NG-RAN node more freedom compared to LTE while still allowing OAM to define a set of predefined coverage configurations. One specific way to do so is to include ranges of parameters in each alternative coverage configuration. 
[bookmark: _Toc91767168]OAM defines a set of alternative coverage configurations to be used for cells served by a node. Each alternative coverage configuration includes the possibility for an allowed range defining of how NG-RAN node is allowed to modify each coverage configuration.
Note that if we do not specify alternative coverage configurations at all, we will also lose the connection between the OAM configuration and the signalled value. This means that each node would be able to freely select the number of signalled states and it is not possible to support a scenario where we switch between two strictly defined coverage states. Further, we will lose all possibilities for OAM to provide additional information to other nodes on how these configurations interact (see also next section). 
3.2 Issue 2 – Inter node coverage compensation
The issue identified was:
Issue2: If one node modifies the coverage of one or more cells, a neighbor node may also adjust the coverage of one or more cells. Is there any limitations e.g. that the node shall not reduce the aggregated coverage of his served cells? If not, is there any additional configuration from OAM needed to support this or are the involved nodes completely free to adjust (keeping in mind any limitations from Issue 1 above)?
In the previous section, we discussed the actions within node. But another interesting scenario is the interactions between different nodes. It would for example be possible to make coverage modifications in one node and compensate this with changes in a neighbour node. This would allow for more freedom for the network to adjust to e.g. user distribution (to avoid having users on the cell edge) without being limited to compensating within the same node.
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One first step is to simply use alternative coverage configurations which allows the extended/reduced coverage of cells handled by these nodes (see figure above). 
But this poses a similar risk that was discussed in in issue1: by changing the coverage we may create coverage holes. This since only the serving node knows the resource situation and can know whether a compensation is possible. So in the example above, if cell 1 reduces the coverage and cell 2 is not able to meet this proposed change, there will be a coverage hole.
If we only use the alternative coverage configurations in each node there is no way to control how the neighbour node compensates for a modified coverage in the neighbour cell. During discussions in LTE, there where proposals trying to describe the coverage configuration in terms of coverage change, i.e. to indicate how much bigger the cell becomes. This was however ruled out since it was seen impossible to characterize how modifications in one node would impact the coverage in the border area to a neighbour node. Hence, the coverage configuration that is signalled between nodes does not really indicate the nature of the change, but just provides and index to the configuration that is used. 
This means that without any additional configuration from OAM, it would be a quite big task iterating all possible coverage configurations to identify the one that is most suitable for a specific configuration in the neighbour node. If there is no guiding information the only way to learn is to try and monitor the performance. But that would create coverage holes during the learning process. We do not exclude that this would be feasible in some scenarios and especially employing AI/ML , but we think that we should also not exclude the possibility that OAM provides this information.
If we take the example above into account, instead of just configuring each node with the alternative coverage configurations, we propose to also indicate a set of suitable coverage combinations.
For the example above, the configuration may look something like this:
Cell 1
AltCovConf
>Conf1
>Conf2
SuitCovComb
>Cell1/Conf1 – Cell2/Conf2
>Cell/Conf2 – Cell2/conf2
Cell 2
AltCovConf
>Conf1
>Conf2
SuitCovComb
>Cell1/Conf1 – Cell2/Conf2
>Cell/Conf2 – Cell2/conf2

Therefore we would propose to agree that whether a node can compensate for another node or not depends on the details of the alternative coverage configurations. We also propose that OAM can give an indication on suitable coverage combinations with neighbour cells. This indication could be binding (the node shall blindly follow this) or used as an indication to help the nodes quicker achieving the most optimal solution. This would allow for a more centrally controlled coverage modification where OAM and radio planning tools are involved to identify suitable configurations as well an enabling a more distributed scheme where we give more freedom to the NG-RAN node and advanced implementations to optimize the coverage. 
Similar to the examples in the previous section, we can also have the case where these suitable coverage combinations are not defined. In this case, it would be up to each node to decide whether and how to compensate for coverage modifications in a neighbour cell.
[bookmark: _Toc91767169]OAM may provide a binding or informative list of suitable coverage combinations to be used with coverage configurations of cells in neighbour nodes.
Note that if we do not specify these suitable coverage combinations, we will lose the possibility to put requirements on nodes for jointly guaranteeing an aggregated coverage. This means the inter node coverage compensation cannot be used in cases where there are strict rules on coverage apply.
3.3 Issue 3 – CU/DU functionality split
The issue identified was:
Issue 3: For F1, the CU is providing assistance information to the DU and the DU makes the final decision on which coverage configuration to use (since the DU is the only one who knows the resource situation), but is the CU to be involved by e.g, proposing/deciding coverage configurations to the gNB DU? 
In the previous discussions, we have mainly discussed the aggregated case, where the communication is on peer-to-peer basis. This approach could also be used for gNB-DUs. So the principles of configuration discussed above could apply, i.e. that the gNB-DU would be configured by OAM as outlined above with the alternative coverage configurations and the suitable coverage combinations.
But when we consider CU/DU split, the situation is slightly different. The gNB-CU is managing a set of gNB-DU. In deployments with virtualised nodes, the CU may handle a large number of DUs. The gNB-CU has a lot of knowledge about the problems occurring since he is managing the RRC (e.g. receives UE measurements) and will receive all failure event reports. The gNB-CU is also aware about the load situation in each cell. Therefore, we think the gNB-CU could play a different role especially when it comes to selecting suitable coverage combinations. As the central entity, the gNB-CU would have a more global view and could suggest to reconfigure multiple gNB-DU at once. 
Hence the general idea would be that gNB-DU is configured with the alternative coverage configurations and the gNB-CU is configured with the suitable coverage combinations as illustrated below:
gNB-DU1
Cell 1
AltCovConf
>Conf1
>Conf2
gNB-DU2
Cell 2
AltCovConf
>Conf1
>Conf2
gNB-CU
SuitCovComb
>Cell1/Conf1 – Cell2/Conf2
>Cell/Conf2 – Cell2/conf2
AltCovConf
>Conf1
>Conf2
SuitCovComb
>Cell1/Conf1 – Cell2/Conf2
>Cell/Conf2 – Cell2/conf2

Similar to what was discussed above, this suitable coverage combinations could be binding or informative, i.e. the gNB-CU is either bound to use only these combinations or is free to use any but may use these as a starting point. 
Based on the above discussion, we propose that for the CU/DU split, the gNB-CU is configured with the suitable coverage combinations and the gNB-DU is configured with the alternative coverage configurations and that we introduce signalling to support gNB-CU sending proposed coverage configurations to the gNB-DU.
[bookmark: _Toc91767170][bookmark: _Toc423019661][bookmark: _Toc423019946][bookmark: _Toc423020275][bookmark: _Toc423020292][bookmark: _Toc423020300]gNB-DU is configured with the alternative coverage configurations
[bookmark: _Toc91767171]gNB-CU may be configured with the suitable coverage combinations
[bookmark: _Toc91767172]gNB-CU may send a set of proposed coverage configurations to the gNB-DU
[bookmark: _Toc91767173]Note that the configuration of suitable coverage combinations is optional and if absent, the decision would be fully distributed to the gNB-DU. 
3.4 Stability of the system
We have agreed that it is always up to the gNB-DU to decide whether a configuration is possible to apply. This since it is only the gNB-DU that knows the resources available. The same problem would apply for coverage compensation case between aggregated gNB, where only the node handling the cell would know the resource situation. 
One problem with allowing this kind of distributed final decisions for coverage compensation and at the same time controlling the suitable coverage configurations between nodes to avoid coverage holes is that we may end up in scenarios where one node wants to perform a change but the required compensation is not possible in the neighbour node. 
The previously outlined suitable coverage combinations could provide a baseline for this negotiation. By exchanging the information between nodes, each node is aware about what the actions in one node means for other nodes. On the other hand, if this information is not available, there is no way for a node to judge whether his actions are reasonable or whether they will create a coverage hole.
If we first look at how the suitable coverage combinations could be used, a typical solutions in RAN3 for this kind of situation would be to introduce some form of negotiation prior to the change, or by exchanging a model of resource availability between nodes to increase the knowledge in the initiating node. This would however introduce more complexity and may lead to discussion regarding "which node would decide" or "which node needs this change the most". 
Instead, we would propose to keep the solution as simple s as possible:
· One node (gNB or gNB-CU) initiate the change. 
· Each involved node (gNB/gNB-DU) checks whether he can meet this proposed change, and acknowledges his corresponding change
· If one involved node is not able to perform the change, 
· this is indicated to the initiating node
· The initiating node reverts back to previous configuration and informs neighbours which then all follows
If we on the other hand try to achieve this without the framework of suitable coverage combinations we would have to rely on each node learning the impact of coverage configurations in neighbour nodes. In order to achieve this without creating excessive number of dropped UEs, we would probably have to slowly modify the coverage area and see whether the neighbour node will follow. This could possibly be done if we want could express small steps, and possibly the relationships between them. But as explained before, there indicated coverage configurations does not map to a specific coverage characteristics, i.e. the size of the cell. Hence this would be very difficult. Further, the actual algorithm to optimize this would be proprietary and it would be difficult to also express intention behind adjustment, e.g. "I am now trying small step".
Based on the above, we prefer that we instead enable a simple mechanism based on the suitable coverage combinations:
[bookmark: _Toc91767174]If coverage compensation is allowed and is to be strictly controlled by an OAM configuration the initiating node propose a change and reverts back in case all involved nodes are not able to meet the proposed change according to the suitable coverage combinations.
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]4. Conclusion
In our opinion, the discussion on how to control CCO 
Based on the discussion in this paper, we propose the following:
Proposal 1:	OAM defines a set of alternative coverage configurations to be used for cells served by a node. Each alternative coverage configuration includes the possibility for an allowed range defining of how NG-RAN node is allowed to modify each coverage configuration.
Proposal 2:	OAM may provide a binding or informative list of suitable coverage combinations to be used with coverage configurations of cells in neighbour nodes.
Proposal 3:	gNB-DU is configured with the alternative coverage configurations
Proposal 4:	gNB-CU may be configured with the suitable coverage combinations
Proposal 5:	gNB-CU may send a set of proposed coverage configurations to the gNB-DU
Note that the configuration of suitable coverage combinations is optional and if absent, the decision would be fully distributed to the gNB-DU.
Proposal 6:	If coverage compensation is allowed and is to be strictly controlled by an OAM configuration the initiating node propose a change and reverts back in case all involved nodes are not able to meet the proposed change according to the suitable coverage combinations.

Annex 1 – TP for TS 38.473 
Start of the change
[bookmark: _Toc20955730][bookmark: _Toc29892824][bookmark: _Toc36556761][bookmark: _Toc45832137][bookmark: _Toc51763317][bookmark: _Toc64448480][bookmark: _Toc66289139][bookmark: _Toc74154252][bookmark: _Toc81382996][bookmark: _Toc88657629][bookmark: _Toc20955751][bookmark: _Toc29892845][bookmark: _Toc36556782][bookmark: _Toc45832158][bookmark: _Toc51763338][bookmark: _Toc52131676]8.2	Interface Management procedures
8.2.5	gNB-CU Configuration Update 
[bookmark: _Toc20955752][bookmark: _Toc29892846][bookmark: _Toc36556783][bookmark: _Toc45832159][bookmark: _Toc51763339][bookmark: _Toc52131677]8.2.5.1	General
The purpose of the gNB-CU Configuration Update procedure is to update application level configuration data needed for the gNB-DU and gNB-CU to interoperate correctly on the F1 interface. This procedure does not affect existing UE-related contexts, if any. The procedure uses non-UE associated signalling.
[bookmark: _Toc20955753][bookmark: _Toc29892847][bookmark: _Toc36556784][bookmark: _Toc45832160][bookmark: _Toc51763340][bookmark: _Toc52131678]8.2.5.2	Successful Operation
[image: ]
Figure 8.2.5.2-1: gNB-CU Configuration Update procedure: Successful Operation
The gNB-CU initiates the procedure by sending a GNB-CU CONFIGURATION UPDATE message including the appropriate updated configuration data to the gNB-DU. The gNB-DU responds with a GNB-CU CONFIGURATION UPDATE ACKNOWLEDGE message to acknowledge that it successfully updated the configuration data. If an information element is not included in the GNB-CU CONFIGURATION UPDATE message, the gNB-DU shall interpret that the corresponding configuration data is not changed and shall continue to operate the F1-C interface with the existing related configuration data.
The updated configuration data shall be stored in the respective node and used as long as there is an operational TNL association or until any further update is performed.
If Cells to be Activated List Item IE is contained in the GNB-CU CONFIGURATION UPDATE message, the gNB-DU shall activate the cell indicated by NR CGI IE and reconfigure the physical cell identity for which the NR PCI IE is included.
If Cells to be Deactivated List Item IE is contained in the GNB-CU CONFIGURATION UPDATE message, the gNB-DU shall deactivate the cell indicated by NR CGI IE.
If Cells to be Activated List Item IE is contained in the GNB-CU CONFIGURATION UPDATE message and the indicated cells are already activated, the gNB-DU shall update the cell information received in Cells to be Activated List Item IE.
If Cells to be Activated List Item IE is included in the GNB-CU CONFIGURATION UPDATE message, and the information for the cell indicated by the NR CGI IE includes the IAB Info IAB-donor-CU IE, the gNB-DU shall, if supported, apply the IAB STC Info IE therein to the indicated cell.
If the gNB-CU System Information IE is contained in the gNB-CU CONFIGURATION UPDATE message, the gNB-DU shall include the Dedicated SI Delivery Needed UE List IE in the GNB-CU CONFIGURATION UPDATE ACKNOWLEDGE message for UEs that are unable to receive system information from broadcast.
If Dedicated SI Delivery Needed UE List IE is contained in the GNB-CU CONFIGURATION UPDATE ACKNOWLEDGE message, the gNB-CU should take it into account when informing the UE of the updated system information via the dedicated RRC message.
If the gNB-CU TNL Association To Add List IE is contained in the gNB-CU CONFIGURATION UPDATE message, the gNB-DU shall, if supported, use it to establish the TNL association(s) with the gNB-CU. The gNB-DU shall report to the gNB-CU, in the gNB-CU CONFIGURATION UPDATE ACKNOWLEDGE message, the successful establishment of the TNL association(s) with the gNB-CU as follows:
-	A list of TNL address(es) with which the gNB-DU successfully established the TNL association shall be included in the gNB-CU TNL Association Setup List IE;
-	A list of TNL address(es) with which the gNB-DU failed to establish the TNL association shall be included in the gNB-CU TNL Association Failed To Setup List IE.
If the GNB-CU CONFIGURATION UPDATE message includes gNB-CU TNL Association To Remove List IE, and the Endpoint IP address IE and the Port Number IE for both TNL endpoints of the TNL association(s) are included in the gNB-CU TNL Association To Remove List IE, the gNB-DU shall, if supported, initiate removal of the TNL association(s) indicated by both received TNL endpoints towards the gNB-CU. If the Endpoint IP address IE, or the Endpoint IP address IE and the Port Number IE for one or both of the TNL endpoints is included in the gNB-CU TNL Association To Remove List IE, the gNB-DU shall, if supported, initiate removal of the TNL association(s) indicated by the received endpoint IP address(es).
If the gNB-CU TNL Association To Update List IE is contained in the gNB-CU CONFIGURATION UPDATE message the gNB-DU shall, if supported, overwrite the previously stored information for the related TNL Association(s). 
If in the gNB-CU CONFIGURATION UPDATE message the TNL Association usage IE is included in the gNB-CU TNL Association To Add List IE or the gNB-CU TNL Association To Update List IE, the gNB-DU node shall, if supported, use it as described in TS 38.472 [22].
For NG-RAN, the gNB-CU shall include the gNB-CU System Information IE in the GNB-CU CONFIGURATION UPDATE message. The SIB type to Be Updated List IE shall contain the full list of SIBs to be broadcast.
If Protected E-UTRA Resources List IE is contained in the GNB-CU CONFIGURATION UPDATE message, the gNB-DU shall protect the corresponding resource of the cells indicated by E-UTRA Cells List IE for spectrum sharing between E-UTRA and NR.
If the GNB-CU CONFIGURATION UPDATE message contains the Protected E-UTRA Resource Indication IE, the receiving gNB-DU should forward it to lower layers and use it for cell-level resource coordination. The gNB-DU shall consider the received Protected E-UTRA Resource Indication IE when expressing its desired resource allocation during gNB-DU Resource Coordination procedure. The gNB-DU shall consider the received Protected E-UTRA Resource Indication IE content valid until reception of a new update of the IE for the same gNB-DU.
If Available PLMN List IE, and optionally also Extended Available PLMN List IE, is contained in GNB-CU CONFIGURATION UPDATE message, the gNB-DU shall overwrite the whole available PLMN list and update the corresponding system information. 
If Available SNPN ID List IE is contained in GNB-CU CONFIGURATION UPDATE message, the gNB-DU shall overwrite the whole available SNPN ID list and update the corresponding system information.
If Cells Failed to be Activated Item IE is contained in the GNB-CU CONFIGURATION UPDATE ACKNOWLEDGE message, the gNB-CU shall consider that the indicated cells are out-of-service as defined in TS 38.401 [4].
If the Neighbour Cell Information List IE is present in the GNB-CU CONFIGURATION UPDATE message, the receiving gNB-DU shall use the received information for Cross Link Interference management and/or NR-DC power coordination. The gNB-DU shall consider the received Neighbour Cell Information List IE content valid until reception of an update of the IE for the same cell(s). If the Intended TDD DL-UL Configuration NR IE is absent from the Neighbour Cell Information List IE, whereas the corresponding NR CGI IE is present, the receiving gNB-DU shall remove the previously stored Neighbour Cell Information IE corresponding to the NR CGI.
If the GNB-CU CONFIGURATION UPDATE message includes Transport Layer Address Info IE, the gNB-DU shall, if supported, take into account for IPSec tunnel establishment.
If the GNB-CU CONFIGURATION UPDATE ACKNOWLEDGE message includes Transport Layer Address Info IE, the gNB-CU shall, if supported, take into account for IPSec tunnel establishment.
If the GNB-CU CONFIGURATION UPDATE message contains the Uplink BH Non-UP Traffic Mapping IE, the gNB-DU shall, if supported, consider the information therein for mapping of non-UP uplink traffic. 
If the IAB Barred IE is included in the GNB-CU CONFIGURATION UPDATE message, the gNB-DU shall, if supported, consider it as an indication of whether the cell allows IAB-node access or not.
If the GNB-CU CONFIGURATION UPDATE message contains the CCO information IE the gNB-DU shall, if supported, take the included information into account for cell coverage configuration modifications. If the Recommended Coverage Modification List IE is also included, the gNB-DU shall take this into account when performing cell coverage configuration modifications. If the gNB-DU performs any cell coverage configuration modifications, the gNB-DU shall include the CCO Modification IE in the in the GNB-CU CONFIGURATION UPDATE ACKNOWLEDGE message.
[bookmark: _Toc20955754][bookmark: _Toc29892848][bookmark: _Toc36556785][bookmark: _Toc45832161][bookmark: _Toc51763341][bookmark: _Toc52131679]8.2.5.3	Unsuccessful Operation
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Figure 8.2.5.3-1: gNB-CU Configuration Update: Unsuccessful Operation
If the gNB-DU cannot accept the update, it shall respond with a GNB-CU CONFIGURATION UPDATE FAILURE message and appropriate cause value.
If the GNB-CU CONFIGURATION UPDATE FAILURE message includes the Time To Wait IE, the gNB-CU shall wait at least for the indicated time before reinitiating the GNB-CU CONFIGURATION UPDATE message towards the same gNB-DU.
[bookmark: _Toc20955755][bookmark: _Toc29892849][bookmark: _Toc36556786][bookmark: _Toc45832162][bookmark: _Toc51763342][bookmark: _Toc52131680]8.2.5.4	Abnormal Conditions
Not applicable.
Start of next change
[bookmark: _Toc20955851][bookmark: _Toc29892963][bookmark: _Toc36556900][bookmark: _Toc45832327][bookmark: _Toc51763580][bookmark: _Toc64448746][bookmark: _Toc66289405][bookmark: _Toc74154518][bookmark: _Toc81383262][bookmark: _Toc88657895][bookmark: _Toc20955852][bookmark: _Toc29892964][bookmark: _Toc36556901][bookmark: _Toc45832328][bookmark: _Toc51763581][bookmark: _Toc64448747][bookmark: _Toc66289406][bookmark: _Toc74154519][bookmark: _Toc81383263][bookmark: _Toc88657896][bookmark: _Toc20955862][bookmark: _Toc29892974][bookmark: _Toc36556911][bookmark: _Toc45832338][bookmark: _Toc51763591][bookmark: _Toc52131929]9.2	Message Functional Definition and Content
9.2.1	Interface Management messages 
9.2.1.10	GNB-CU CONFIGURATION UPDATE
This message is sent by the gNB-CU to transfer updated information associated to an F1-C interface instance.
NOTE:	If F1-C signalling transport is shared among several F1-C interface instances, this message may transfer updated information associated to several F1-C interface instances.
Direction: gNB-CU  gNB-DU
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	reject

	Transaction ID
	M
	
	9.3.1.23
	
	YES
	reject

	Cells to be Activated List
	
	0..1
	
	List of cells to be activated or modified
	YES
	reject

	>Cells to be Activated List Item
	
	1.. <maxCellingNBDU>
	
	
	EACH
	reject

	>> NR CGI
	M
	
	9.3.1.12
	
	-
	

	>> NR PCI 
	O
	
	INTEGER (0..1007)
	Physical Cell ID
	-
	

	>> gNB-CU System Information
	O
	
	9.3.1.42
	RRC container with system information owned by gNB-CU
	YES
	reject

	>>Available PLMN List
	O
	
	9.3.1.65
	
	YES
	ignore

	>>Extended Available PLMN List
	O
	
	9.3.1.76
	This is included if Available PLMN List IE is included and if more than 6 Available PLMNs is to be signalled.
	YES
	ignore

	>>IAB Info IAB-donor-CU
	O
	
	9.3.1.105
	IAB-related configuration sent by the IAB-donor-CU.
	YES
	ignore

	>>Available SNPN ID List
	O
	
	9.3.1.163
	Indicates the available SNPN ID list.
If this IE is included, the content of the Available PLMN List IE and Extended Available PLMN List IE if present in the Cells to be Activated List Item IE is ignored.
	YES
	ignore

	Cells to be Deactivated List
	
	0..1
	
	List of cells to be deactivated
	YES
	reject

	>Cells to be Deactivated List Item
	
	1.. <maxCellingNBDU>
	
	
	EACH
	reject

	>> NR CGI
	M
	
	9.3.1.12
	
	-
	

	gNB-CU TNL Association To Add List 
	
	0..1
	
	
	YES
	ignore

	>gNB-CU TNL Association To Add Item IEs
	
	1..<maxnoofTNLAssociations>
	
	
	EACH
	ignore

	>>TNL Association Transport Layer Information
	M
	
	CP Transport Layer Address
9.3.2.4
	Transport Layer Address of the gNB-CU.
	-
	

	>>TNL Association Usage
	M
	
	ENUMERATED (ue, non-ue, both, ...)
	Indicates whether the TNL association is only used for UE-associated signalling, or non-UE-associated signalling, or both. For usage of this IE, refer to TS 38.472 [22].
	-
	

	gNB-CU TNL Association To Remove List 
	
	0..1
	
	
	YES
	ignore

	>gNB-CU TNL Association To Remove Item IEs
	
	1..<maxnoofTNLAssociation>
	
	
	EACH
	ignore

	>>TNL Association Transport Layer Address
	M
	
	CP Transport Layer Address
9.3.2.4
	Transport Layer Address of the gNB-CU.
	-
	

	>>TNL Association Transport Layer Address gNB-DU
	O
	
	CP Transport Layer Address
9.3.2.4
	Transport Layer Address of the gNB-DU.
	YES
	reject

	gNB-CU TNL Association To Update List 
	
	0..1
	
	
	YES
	ignore

	>gNB-CU TNL Association To Update Item IEs
	
	1..<maxnoofTNLAssociations>
	
	
	EACH
	ignore

	>>TNL Association Transport Layer Address
	M
	
	CP Transport Layer Address
9.3.2.4
	Transport Layer Address of the gNB-CU.
	-
	

	>>TNL Association Usage
	O
	
	ENUMERATED (ue, non-ue, both, ...)
	Indicates whether the TNL association is only used for UE-associated signalling, or non-UE-associated signalling, or both. For usage of this IE, refer to TS 38.472 [22].
	-
	

	Cells to be barred List
	
	0..1
	
	List of cells to be barred.

	YES
	ignore

	>Cells to be barred List Item
	
	1.. <maxCellingNBDU>
	
	
	EACH
	ignore

	>>NR CGI
	M
	
	9.3.1.12
	
	-
	

	>>Cell Barred
	M
	
	ENUMERATED (barred, not-barred, ...)
	
	-
	

	>>IAB Barred
	O
	
	ENUMERATED (barred, not-barred, ...)
	
	-
	

	Protected E-UTRA Resources List
	
	0..1
	
	List of Protected E-UTRA Resources.
	YES
	reject

	>Protected E-UTRA Resources List Item
	
	1.. <maxCellineNB>
	
	
	EACH
	reject

	>>Spectrum Sharing Group ID
	M
	
	INTEGER (1.. maxCellineNB)
	Indicates the E-UTRA cells involved in resource coordination with the NR cells affiliated with the same Spectrum Sharing Group ID.
	-
	

	>> E-UTRA Cells List
	
	1
	
	List of applicable E-UTRA cells. 
	-
	

	>>> E-UTRA Cells List Item
	
	1 .. <maxCellineNB>
	
	
	-
	

	>>>>EUTRA Cell ID
	M
	
	BIT STRING (SIZE(28))
	Indicates the E-UTRAN Cell Global Identifier as defined in subclause 9.2.14 in TS 36.423 [9].
	-
	

	>>>>Served E-UTRA  Cell Information
	M
	
	9.3.1.64
	
	-
	

	Neighbour Cell Information List
	
	0..1
	
	
	YES
	ignore

	>Neighbour Cell Information List Item
	
	1 .. <maxCellingNBDU>
	
	
	EACH
	ignore

	>>NR CGI
	M
	
	9.3.1.12
	
	-
	

	>>Intended TDD DL-UL Configuration
	O
	
	9.3.1.89
	
	-
	

	Transport Layer Address Info
	O
	
	9.3.2.5
	
	YES
	ignore

	Uplink BH Non-UP Traffic Mapping
	O
	
	9.3.1.103
	
	YES
	reject

	CCO Information
	O
	
	9.3.1.y
	
	Yes
	ignore



	Range bound
	Explanation

	maxCellingNBDU
	Maximum numbers of cells that can be served by a gNB-DU. Value is 512.

	maxnoofTNLAssociations
	Maximum numbers of TNL Associations between the gNB-CU and the gNB-DU. Value is 32.

	maxCellineNB
	Maximum no. cells that can be served by an eNB. Value is 256.



Start of next change
9.2.1.11	GNB-CU CONFIGURATION UPDATE ACKNOWLEDGE
This message is sent by a gNB-DU to a gNB-CU to acknowledge update of information associated to an F1-C interface instance.
NOTE:	If F1-C signalling transport is shared among several F1-C interface instance, this message may transfer updated information associated to several F1-C interface instances.
Direction: gNB-DU  gNB-CU
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	reject

	Transaction ID
	M
	
	9.3.1.23
	
	YES
	reject

	Cells Failed to be Activated List
	
	0..1
	
	List of cells which are failed to be activated
	YES
	reject

	>Cells Failed to be Activated Item
	
	1.. <maxCellingNBDU>
	
	
	EACH
	reject

	>> NR CGI
	M
	
	9.3.1.12
	
	-
	

	>>Cause
	M
	
	9.3.1.2
	
	-
	

	Criticality Diagnostics
	O
	
	9.3.1.3
	
	YES
	ignore

	gNB-CU TNL Association Setup List 
	
	0..1
	
	
	YES
	ignore

	>gNB-CU TNL Association Setup Item IEs
	
	1..<maxnoofTNLAssociations>
	
	
	EACH
	ignore

	>>TNL Association Transport Layer Address
	M
	
	CP Transport Layer Address
9.3.2.4
	Transport Layer Address of the gNB-CU
	-
	

	gNB-CU TNL Association Failed to Setup List
	
	0..1
	
	
	YES
	ignore

	>gNB-CU TNL Association Failed To Setup Item IEs
	
	1..<maxnoofTNLAssociations>
	
	
	EACH
	ignore

	>>TNL Association Transport Layer Address
	M
	
	CP Transport Layer Address
9.3.2.4
	Transport Layer Address of the gNB-CU
	-
	

	>>Cause
	M
	
	9.3.1.2
	
	-
	

	Dedicated SI Delivery Needed UE List
	
	0..1
	
	List of UEs unable to receive system information from broadcast
	YES
	ignore

	>Dedicated SI Delivery Needed UE List
	
	1 .. <maxnoofUEIDs>
	
	
	EACH
	ignore

	>>gNB-CU UE F1AP ID
	M
	
	9.3.1.4
	
	-
	-

	>>NR CGI
	M
	
	9.3.1.12
	
	-
	-

	Transport Layer Address Info
	O
	
	9.3.2.5
	
	YES
	ignore

	CCO Modification
	O
	
	9.3.1.z
	
	YES
	ignore



	Range bound
	Explanation

	maxCellingNBDU
	Maximum no. cells that can be served by a gNB-DU. Value is 512.

	maxnoofTNLAssociations
	Maximum no. of TNL Associations between the gNB-CU and the gNB-DU. Value is 32.

	maxnoofUEIDs
	Maximum no. of UEs that can be served by a gNB-DU. Value is 65536.



Start of next change
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9.3.1.y	CCO Information
This IE provides coverage issue information for cells in the gNB-DU .
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Issue Type
	M
	
	ENUMERATED (coverage, cell edge capacity, ...)
	

	Cell Issue List
	
	1
	
	

	> Cell Issue Item
	
	1.. <maxCellingNBDU>
	
	

	>>NR CGI
	M
	
	9.3.1.12
	

	Recommended Coverage Modification 
	O
	
	9.3.1.x
	



	Range bound
	Explanation

	maxCellingNBDU
	Maximum no. cells that can be served by a gNB-DU. Value is 512.


[bookmark: _Toc20955914][bookmark: _Toc29893032][bookmark: _Toc36556969][bookmark: _Toc45832417][bookmark: _Toc51763697][bookmark: _Toc52132035]9.3.1.x	Recommended Coverage Modification 
This IE includes information on recommended coverage modifications.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Recommended Modification List
	
	1
	
	

	> Recommended Modification Item
	
	1 .. <maxCellingNBDU>
	
	

	>>NR CGI
	M
	
	9.3.1.12
	NR CGI of the cell proposed to be modified.

	>>Cell Coverage State
	M
	
	INTEGER (0..31, …)
	Indicates the proposed coverage configuration of the concerned cell.



	Range bound
	Explanation

	maxRecommendedCCOItems
	Maximum no. of Recommend coverage configuration. Value is 512.



9.3.1.z	CCO Modification
This IE indicates coverage modifications from the gNB-DU.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	CCO Modification list
	
	1
	
	

	>CCO modification Item
	
	1 .. <maxCellingNBDU>
	
	

	>>NR CGI
	M
	
	9.3.1.12
	NR CGI of the cell that is modified.

	>>Cell Coverage State
	M
	
	INTEGER (0..31, …)
	Indicates the coverage configuration of the concerned cell.



	Range bound
	Explanation

	maxConfigItems
	Maximum no. of coverage configuration items. Value is 512.



Start of next change
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9.4.4	PDU Definitions
<<unchanged text omitted >>
	Extended-GNB-DU-Name,
	F1CTransferPath,
	SCGIndicator,
	SpatialRelationPerSRSResource,
	SuccessfulHOReportInformationList,
	CCOInformation,
	CCOModification

	id-E-CID-ReportCharacteristics,
	id-F1CTransferPath,
	id-SCGIndicator,
	id-SRSSpatialRelationPerSRSResource,
	id-SuccessfulHOReportInformationList,
	id-CCOInformation,
	id-CCOModification,
	maxCellingNBDU,
	maxnoofCandidateSpCells,
	maxnoofDRBs,
	maxnoofErrors,
	maxnoofIndividualF1ConnectionsToReset,
	maxnoofPotentialSpCells,
	maxnoofSCells,
	maxnoofSRBs,
	maxnoofPagingCells,
	maxnoofTNLAssociations,
	maxCellineNB,
	maxnoofUEIDs,
	maxnoofBHRLCChannels,
	maxnoofRoutingEntries,
	maxnoofChildIABNodes,
	maxnoofServedCellsIAB,
	maxnoofTLAsIAB,
	maxnoofULUPTNLInformationforIAB,
	maxnoofUPTNLAddresses,
	maxnoofSLDRBs,
	maxnoofTRPInfoTypes,
	maxnoofTRPs,
	maxnoofSuccessfulHOReports


<<unchanged text omitted >>
-- **************************************************************
--
-- GNB-CU CONFIGURATION UPDATE
--
-- **************************************************************

GNBCUConfigurationUpdate ::= SEQUENCE {
	protocolIEs			ProtocolIE-Container       { { GNBCUConfigurationUpdateIEs} },
	...
}

GNBCUConfigurationUpdateIEs F1AP-PROTOCOL-IES ::= {
	{ ID id-TransactionID							CRITICALITY reject	TYPE TransactionID												PRESENCE mandatory	}|
	{ ID id-Cells-to-be-Activated-List				CRITICALITY reject	TYPE	 Cells-to-be-Activated-List						PRESENCE optional	}|
	{ ID id-Cells-to-be-Deactivated-List			CRITICALITY reject	TYPE	 Cells-to-be-Deactivated-List						PRESENCE optional	}|
	{ ID id-GNB-CU-TNL-Association-To-Add-List		CRITICALITY ignore	TYPE	 GNB-CU-TNL-Association-To-Add-List				PRESENCE optional	}|
	{ ID id-GNB-CU-TNL-Association-To-Remove-List	CRITICALITY ignore	TYPE	 GNB-CU-TNL-Association-To-Remove-List			PRESENCE optional	}|
	{ ID id-GNB-CU-TNL-Association-To-Update-List	CRITICALITY ignore	TYPE	 GNB-CU-TNL-Association-To-Update-List			PRESENCE optional	}|
	{ ID id-Cells-to-be-Barred-List					CRITICALITY ignore	TYPE	 Cells-to-be-Barred-List							PRESENCE optional	}|
	{ ID id-Protected-EUTRA-Resources-List			CRITICALITY reject	TYPE	 Protected-EUTRA-Resources-List					PRESENCE optional	}|
	{ ID id-Neighbour-Cell-Information-List			CRITICALITY ignore	TYPE	 Neighbour-Cell-Information-List					PRESENCE optional	}|
	{ ID id-Transport-Layer-Address-Info			CRITICALITY ignore	TYPE	 Transport-Layer-Address-Info						PRESENCE optional	}|
	{ ID id-UL-BH-Non-UP-Traffic-Mapping			CRITICALITY reject	TYPE	 UL-BH-Non-UP-Traffic-Mapping						PRESENCE optional	}|
	{ ID id-BAPAddress								CRITICALITY ignore  TYPE 		BAPAddress												PRESENCE optional }|
	{ ID id-CCOInformation							CRITICALITY ignore  TYPE 	CCOInformation									PRESENCE optional },
	...
} 

Cells-to-be-Deactivated-List	::= SEQUENCE (SIZE(1.. maxCellingNBDU))	OF ProtocolIE-SingleContainer { { Cells-to-be-Deactivated-List-ItemIEs } }
GNB-CU-TNL-Association-To-Add-List		::= SEQUENCE (SIZE(1.. maxnoofTNLAssociations))	OF ProtocolIE-SingleContainer { { GNB-CU-TNL-Association-To-Add-ItemIEs } }
GNB-CU-TNL-Association-To-Remove-List	::= SEQUENCE (SIZE(1.. maxnoofTNLAssociations))	OF ProtocolIE-SingleContainer { { GNB-CU-TNL-Association-To-Remove-ItemIEs } }
GNB-CU-TNL-Association-To-Update-List	::= SEQUENCE (SIZE(1.. maxnoofTNLAssociations))	OF ProtocolIE-SingleContainer { { GNB-CU-TNL-Association-To-Update-ItemIEs } }
Cells-to-be-Barred-List			::= SEQUENCE(SIZE(1.. maxCellingNBDU)) OF ProtocolIE-SingleContainer { { Cells-to-be-Barred-ItemIEs } }


Cells-to-be-Deactivated-List-ItemIEs F1AP-PROTOCOL-IES	::= {
	{ ID id-Cells-to-be-Deactivated-List-Item						CRITICALITY reject	TYPE	Cells-to-be-Deactivated-List-Item					PRESENCE mandatory	},
	...
}


GNB-CU-TNL-Association-To-Add-ItemIEs F1AP-PROTOCOL-IES	::= {
	{ ID id-GNB-CU-TNL-Association-To-Add-Item		CRITICALITY ignore	TYPE	 GNB-CU-TNL-Association-To-Add-Item			PRESENCE mandatory	},
	...
}

GNB-CU-TNL-Association-To-Remove-ItemIEs F1AP-PROTOCOL-IES	::= {
	{ ID id-GNB-CU-TNL-Association-To-Remove-Item		CRITICALITY ignore	TYPE	 GNB-CU-TNL-Association-To-Remove-Item			PRESENCE mandatory	},
	...
}

GNB-CU-TNL-Association-To-Update-ItemIEs F1AP-PROTOCOL-IES	::= {
	{ ID id-GNB-CU-TNL-Association-To-Update-Item		CRITICALITY ignore	TYPE	 GNB-CU-TNL-Association-To-Update-Item			PRESENCE mandatory	},
	...
}

Cells-to-be-Barred-ItemIEs F1AP-PROTOCOL-IES	::= {
	{ ID id-Cells-to-be-Barred-Item		CRITICALITY ignore	TYPE	 Cells-to-be-Barred-Item				PRESENCE mandatory	},
	...
}

Protected-EUTRA-Resources-List ::= SEQUENCE (SIZE(1.. maxCellineNB))	OF ProtocolIE-SingleContainer { { Protected-EUTRA-Resources-ItemIEs } }
Protected-EUTRA-Resources-ItemIEs F1AP-PROTOCOL-IES	::= {
	{ ID id-Protected-EUTRA-Resources-Item 					CRITICALITY reject 	TYPE Protected-EUTRA-Resources-Item							PRESENCE mandatory},
	...
}

Neighbour-Cell-Information-List ::= SEQUENCE (SIZE(1.. maxCellingNBDU))	OF ProtocolIE-SingleContainer { { Neighbour-Cell-Information-ItemIEs } }
Neighbour-Cell-Information-ItemIEs F1AP-PROTOCOL-IES	::= {
	{ ID id-Neighbour-Cell-Information-Item 					CRITICALITY ignore 	TYPE Neighbour-Cell-Information-Item							PRESENCE mandatory},
	...
}

-- **************************************************************
--
-- GNB-CU CONFIGURATION UPDATE ACKNOWLEDGE
--
-- **************************************************************

GNBCUConfigurationUpdateAcknowledge ::= SEQUENCE {
	protocolIEs			ProtocolIE-Container       { { GNBCUConfigurationUpdateAcknowledgeIEs} },
	...
}


GNBCUConfigurationUpdateAcknowledgeIEs F1AP-PROTOCOL-IES ::= {
	{ ID id-TransactionID								CRITICALITY reject	TYPE TransactionID											PRESENCE mandatory	}|
	{ ID id-Cells-Failed-to-be-Activated-List			CRITICALITY reject	TYPE Cells-Failed-to-be-Activated-List				PRESENCE optional}|
	{ ID id-CriticalityDiagnostics							CRITICALITY ignore	TYPE CriticalityDiagnostics								PRESENCE optional	}|
	{ ID id-GNB-CU-TNL-Association-Setup-List			CRITICALITY ignore	TYPE GNB-CU-TNL-Association-Setup-List				PRESENCE optional	}|
	{ ID id-GNB-CU-TNL-Association-Failed-To-Setup-List	CRITICALITY ignore	TYPE GNB-CU-TNL-Association-Failed-To-Setup-List	PRESENCE optional	}|
	{ ID id-Dedicated-SIDelivery-NeededUE-List				CRITICALITY ignore	TYPE Dedicated-SIDelivery-NeededUE-List				PRESENCE optional	}|
	{ ID id-Transport-Layer-Address-Info				CRITICALITY ignore	TYPE Transport-Layer-Address-Info						PRESENCE optional	}|
	{ ID id-CCOModification								CRITICALITY ignore  TYPE CCOModification										PRESENCE optional },
	...
}

Cells-Failed-to-be-Activated-List	::= SEQUENCE (SIZE(1.. maxCellingNBDU))	OF ProtocolIE-SingleContainer { { Cells-Failed-to-be-Activated-List-ItemIEs } }
GNB-CU-TNL-Association-Setup-List ::= SEQUENCE (SIZE(1.. maxnoofTNLAssociations))	OF ProtocolIE-SingleContainer { { GNB-CU-TNL-Association-Setup-ItemIEs } }
GNB-CU-TNL-Association-Failed-To-Setup-List ::= SEQUENCE (SIZE(1.. maxnoofTNLAssociations))	OF ProtocolIE-SingleContainer { { GNB-CU-TNL-Association-Failed-To-Setup-ItemIEs } }

Cells-Failed-to-be-Activated-List-ItemIEs F1AP-PROTOCOL-IES		::= {
	{ ID id-Cells-Failed-to-be-Activated-List-Item		CRITICALITY reject	TYPE Cells-Failed-to-be-Activated-List-Item		PRESENCE mandatory	},
	...
}

GNB-CU-TNL-Association-Setup-ItemIEs F1AP-PROTOCOL-IES	::= {
	{ ID id-GNB-CU-TNL-Association-Setup-Item		CRITICALITY ignore	TYPE	 GNB-CU-TNL-Association-Setup-Item			PRESENCE mandatory	},
	...
}


GNB-CU-TNL-Association-Failed-To-Setup-ItemIEs F1AP-PROTOCOL-IES	::= {
	{ ID id-GNB-CU-TNL-Association-Failed-To-Setup-Item		CRITICALITY ignore	TYPE	 GNB-CU-TNL-Association-Failed-To-Setup-Item			PRESENCE mandatory	},
	...
}



[bookmark: _Toc20956003][bookmark: _Toc29893129][bookmark: _Toc36557066][bookmark: _Toc45832586][bookmark: _Toc51763908][bookmark: _Toc52132246]9.4.5	Information Element Definitions
<<unchanged text omitted >>
	id-SFN-Offset,
	id-TransmissionStopIndicator,
	id-SrsFrequency,
	id-EstimatedArrivalProbability,
	id-TRPType,
	id-SRSSpatialRelationPerSRSResource,
	id-SliceRadioResourceStatus,
	id-CompositeAvailableCapacity-SUL,
	maxNRARFCN,
	maxnoofErrors


<<unchanged text omitted >>
CCOInformation ::= SEQUENCE {
	Issue Type							ENUMERATED { coverage, cell edge capacity, ...},
	cellIssueList						CellIssueList,
	recommendedCoverageModification		RecommendedCoverageModification			OPTIONAL,
	iE-Extensions			ProtocolExtensionContainer { { CCOInformation-ExtIEs } }	OPTIONAL,
	...
}

CCOInformation-ExtIEs 	F1AP-PROTOCOL-EXTENSION ::= {
	...

CellIssueList ::= SEQUENCE (SIZE(1.. maxCellingNBDU)) OF CellIssueItem

CellIssueItem::= SEQUENCE {
	nRCGI				NRCGI	,
	iE-Extensions			ProtocolExtensionContainer { { CellIssueItem-ExtIEs } }	OPTIONAL,
	...
}

CellIssueItem-ExtIEs 	F1AP-PROTOCOL-EXTENSION ::= {
	...

RecommendedCoverageModification ::= SEQUENCE {
	recommendedModificationList		RecommendedModificationList
	iE-Extensions					ProtocolExtensionContainer { { RecommendedCoverageModification-ExtIEs } }		OPTIONAL,
	...
}

RecommendedCoverageModification-ExtIEs 	F1AP-PROTOCOL-EXTENSION ::= {
	...

RecommendedModificationList::= SEQUENCE (SIZE(1.. maxCellingNBDU)) OF RecommendedModificationItem

RecommendedModificationItem::= SEQUENCE {
	nRCGI				NRCGI	,
	cellCoverageState	CellCoverageState,
	iE-Extensions			ProtocolExtensionContainer { { RecommendedModificationItem-ExtIEs } }	OPTIONAL,
	...
}

RecommendedModificationItem-ExtIEs 	F1AP-PROTOCOL-EXTENSION ::= {
	...



CCOModification  ::= SEQUENCE {
	cCOModificationList		CCOModificationList  ,
	iE-Extensions			ProtocolExtensionContainer { { CCOModification-ExtIEs } }	OPTIONAL,
	...
}

CCOModification-ExtIEs 	F1AP-PROTOCOL-EXTENSION ::= {
	...

CCOModificationList ::= SEQUENCE (SIZE(1.. maxCellingNBDU)) OF CCOModificationItem 

CCOModificationItem::= SEQUENCE {
	nRCGI				NRCGI	,
	cellCoverageState	CellCoverageState,
	iE-Extensions			ProtocolExtensionContainer { { CCOModificationItem-ExtIEs } }	OPTIONAL,
	...
}

CCOModificationItem-ExtIEs 	F1AP-PROTOCOL-EXTENSION ::= {
	...

CellCoverageState ::= INTEGER (0..31, ...)


<<unchanged text omitted >>

<<unchanged text omitted >>
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<<unchanged text omitted >>
-- **************************************************************
--
-- Lists
--
-- **************************************************************


<<unchanged text omitted >>
maxNoOfMeasTRPs							INTEGER ::= 64
maxnoofPRSresourceSets					INTEGER ::= 8
maxnoofPRSresources						INTEGER ::= 64
maxnoofSuccessfulHOReports				INTEGER ::= FFS
maxConfigItems							INTEGER ::= 512



<<unchanged text omitted >>

-- **************************************************************
--
-- IEs
--
-- **************************************************************

<<unchanged text omitted >>
id-TransmissionStopIndicator						ProtocolIE-ID ::= 430
id-SrsFrequency										ProtocolIE-ID ::= 431
id-SCGIndicator										ProtocolIE-ID ::= 432
id-EstimatedArrivalProbability						ProtocolIE-ID ::= 433
id-TRPType											ProtocolIE-ID ::= 434
id-SRSSpatialRelationPerSRSResource					ProtocolIE-ID ::= 435
id-SliceRadioResourceStatus							ProtocolIE-ID ::= A01
id-CompositeAvailableCapacity-SUL					ProtocolIE-ID ::= A02
id-SuccessfulHOReportInformationList				ProtocolIE-ID ::= A03
id-CCOInformation									ProtocolIE-ID ::= b01
id-CCOModification									ProtocolIE-ID ::= b02
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The Coverage and Capacity Optimisation Function in non-split gNB case is specified in TS 38.300 [2].
In case of split gNB architecture, Coverage and Capacity Optimisation Function detection function is located at the gNB-CU. To perform Coverage and Capacity optimisation at gNB-DU, gNB-CU may send information about CCO related issues and optionally a set of recommended configurations to gNB-DU via F1AP signalling. The gNB-DU selects a suitable configuration and signals the selected configuration to gNB-CU. 
End of the change
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15.5.X.1	General
The objective of NR Capacity and Coverage Optimization (CCO) function is to detect and mitigate coverage and cell edge interference issues.  
15.5.X.2	OAM requirements
Each NG-RAN node may be configured with alternative coverage configurations by OAM. The alternative coverage configurations contains relevant radio parameters and may also include a range on how each parameter is allowed to be adjusted. OAM may also provide suitable coverage combinations indicating which of these alternative coverage combinations should be used concurrently in cooperating nodes. 
15.5.X.3	Dynamic coverage configuration changes
An NG-RAN node may autonomously select and switch between these configurations. When a change is executed, a NG-RAN node may notify its neighbour NG-RAN nodes about the coverage reconfiguration using the NG-RAN NODE CONFIGURATION UPDATE message with the list of cells with modified coverage included. The list contains the CGI of each modified cell and its coverage state indicator. 
The indicator may be used at the receiving NG-RAN node to adjust the functions of the Mobility Robustness Optimisation, e.g. by using the indicator to retrieve a previously stored Mobility Robustness Optimisation state. If the list includes indication about planned reconfiguration and possibly a list of replacing cells, the receiving NG-RAN node may use this to avoid connection or re-establishment failures during the reconfiguration. Also, if the sending NG-RAN node adds cells in inactive state, the receiving NG-RAN node may use this information to avoid connection or re-establishment failures.The receiving NG-RAN node may also use the notification to reduce the impact on mobility. For example, the receiving NG-RAN node should avoid triggering handovers towards cell(s) that are indicated to be inactive.
The indicator may also be used at the receiving NG-RAN node to trigger adjustments of its own coverage modification.
Annex 4 – TP for 38.470
[bookmark: _Toc13920085][bookmark: _Toc29393001][bookmark: _Toc29393049][bookmark: _Toc36556403][bookmark: _Toc45833067][bookmark: _Toc51763007]5.2	F1-C functions
[bookmark: _Toc13920086][bookmark: _Toc29393002][bookmark: _Toc29393050][bookmark: _Toc36556404][bookmark: _Toc45833068][bookmark: _Toc51763008]5.2.1	F1 interface management function
The error indication function is used by the gNB-DU or gNB-CU to indicate to the gNB-CU or gNB-DU that an error has occurred.
The reset function is used to initialize the peer entity after node setup and after a failure event occurred. This procedure can be used by both the gNB-DU and the gNB-CU.
The F1 setup function allows to exchange application level data needed for the gNB-DU and gNB-CU to interoperate correctly on the F1 interface, and exchange the intended TDD DL-UL configuration originating from the gNB-DU or destined to the gNB-DU. The F1 setup is initiated by the gNB-DU.
The gNB-CU Configuration Update and gNB-DU Configuration Update functions allow to update application level configuration data needed between gNB-CU and gNB-DU to interoperate correctly over the F1 interface, and may activate or deactivate cells. For cross-link interference mitigation, the gNB-CU may coordinate the exchange of  intended TDD DL-UL configuration by merging, forwarding and selective forwarding of intended TDD DL-UL configuration(s) between its gNB-DUs, or between its gNB-DUs and other gNBs, gNB-CUs. With the gNB-CU Configuration Update function, energy saving with cell activation/deactivation can be supported as defined in TS 38.300 [8]. For coverage and capacity optimisation, the gNB-CU may send information about identified issues and optionally a set of recommended configurations to the gNB-DU and the gNB-DU responds with the selected configuration.
The F1 setup and gNB-DU Configuration Update functions allow to inform the S-NSSAI(s), CAG ID(s) and NID(s) supported by the gNB-DU.
The F1 setup and gNB-CU Configuration Update functions allow to inform the NID(s) available at the gNB-CU.
The F1 resource coordination function is used to transfer information about frequency resource sharing between gNB-CU and gNB-DU. In case of split gNB architecture, the gNB-CU may consolidate the outgoing messages from multiple gNB-DUs and distribute the incoming messages to the involved gNB-DUs, to perform resource coordination.
The gNB-DU status indication function allows the gNB-DU to indicate overload status to gNB-CU.
The network access rate reduction function is used to indicate to the gNB-DU that the rate at which UEs are accessing the network need to be reduced.
The F1 removal function is used to remove the interface instance and all related resources between the gNB-DU and the gNB-CU in a controlled manner.
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