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1	Introduction
Even though there has been a lot of progress related to the AI/ML Framework, there remain some open points to be discussed and agreed. In particular, the following aspects remain FFS:
[bookmark: _Hlk84421164]FFS if the study assumes single vendor environment, e.g., if the model deployment/update procedure is proprietary.
FFS whether and how to signal metrics (e.g., accuracy, uncertainty, etc.) and validity time together with or as part of the inference output.
FFS on whether model testing / generating of model performance metrics is performed in Model Inference.
(FFS) Model Deployment/Update: Deploy or update an AI/ML model to Model Inference function
Whether to Keep the model performance feedback arrow from model inference to model training using a dash line or together with some clarification text needs to be decided in the next meeting.
[bookmark: _Hlk85061506]In addition to the above open points, data collection aspects have not been discussed in detail so far, despite the scope of this study which is on data collection. In this contribution, we provide our views on the open aspects above and we also  provide some topics for consideration on data collection. 
2	Discussion on open issues in AI/ML Framework 
The AI/ML Functional Framework captured in [1] is shown in Figure 1:




[bookmark: _Ref70672315]Figure 1 Functional Framework as captured in the TR 37.817.

One FFS from last meeting is the following:  

FFS if the study assumes single vendor environment, e.g., if the model deployment/update procedure is proprietary.

Model Deployment/Update in a single vendor environment can be done by OAM without standardization or can be based on a standardized framework. 

Observation 1: Single vendor/proprietary models can be supported by standardized procedures. 

On the other hand, in a multi-vendor environment, standardized procedures for Model Deployment/Update would need to be designed in a way to avoid ML Model exposure over the network interfaces, while at the same time enabling the recipient of an ML Model to understand how to execute it. Even though it would be desirable to consider both single vendor and multi-vendor environments, given the time limitations of the Rel. 17 study, we suggest postponing those discussions to later releases.

[bookmark: _Hlk85745617]Proposal 1: Model Deployment/Update is not further studied in Rel. 17. 

Proposal 2: We propose to keep Model Deployment/Update arrow from Model Training to Model Inference with a note that it is not considered in the current Rel. 17 SI.  

Another aspect that remains FFS is the Model Performance Feedback. Model Performance is an important aspect of ML Model workflow and relates to fluctuations of Model Performance over time due to changes in the environment after a ML Model is deployed. Those fluctuations may affect ML Model accuracy or suitability to a problem. To address Model Performance fluctuations (also known as ML Model Drift) continuous ML Model Monitoring may be needed. Through this monitoring, Model Performance is evaluated after an action is taken and a prediction is compared to real data (ground truth). 

Model Performance Feedback can be provided by evaluating different metrics that depend on the exact ML model and ML Algorithm under consideration. Even though Model Performance Feedback is an important aspect in the ML Workflow, exact ML Models and Algorithms are not in the scope of the study item. 

Observation 2: The different available metrics to evaluate Model Performance may depend on the exact ML Algorithm deployed each time.  

Proposal 3: Since ML Algorithms and ML Models are not in the scope of this study, we propose to keep Model Performance Feedback from Model Inference to Model Training with a note that it is not considered in the current Rel. 17 SI. 

In the last meeting, the topics of ML model accuracy level and validity time of prediction result were raised by some companies. An editor’s note with an FFS is included in the Functional Framework section, namely: 
FFS whether and how to signal metrics (e.g., accuracy, uncertainty, etc.) and validity time together with or as part of the inference output.
In our view, ML Framework should be kept simple, general, and independent from ML Algorithms and use cases. Therefore, accuracy level and validity time should be discussed on a case by case basis, and not in the ML Framework discussions.   

Proposal 4: Level of accuracy of the inference and validity time should not be discussed in the ML Framework.

3	Cost of Data Collection
When Model Training takes place in OAM, OAM can place measurement requests to RAN in order to obtain the needed Training Data for Model Training. Data requests can be towards a gNB or towards a UE. In case of split architecture, data requests can be sent towards a gNB-CU or a gNB-DU. A key characteristic of ML-based solutions is that they require a large amount of data to train an ML Model in a meaningful and statistically reliable way. However, the cost of collecting all the necessary measurements at all times and at all the network nodes may be very high. Each measurement collection consumes resources in terms of radio usage, energy, computational needs and storage. In existing data collection methods, measurement requests are placed (on a need basis) for monitoring and improving network performance. When measurements are needed for AI/ML, a much higher number of measurements may be required. 

Observation 3: Data collection for the purpose of Model Training is different from existing data collection methods in that the number of requested measurements may be much higher. 

Different measurements may have different costs depending on the resources that are required to obtain them. The definition of a cost may therefore depend on the requested measurement. For example, the cost may depend on the energy consumption at a UE for reporting different data measurements or at the network for obtaining different measurements and can be calculated in a number of Joules. The cost may depend on the signalling load over different RAN interfaces (e.g., F1, E1) or on the processing load inflicted at a RAN internal interface (e.g., at gNB-CU-UP, gNB-DU) and may be calculated in a number of bits/sec.

Observation 4: Calculating or taking different measurements by the RAN or by a UE may have different costs, depending on the type of measurements.  

Observation 5: Cost of (calculating) a measurement can be in terms of a number of joules, signaling load, processing load, etc. and depends on the requested measurement. 

Since measurements are costly, the number of measurements requested for Training an ML Model should be controllable. 

Observation 6: Requesting measurements for the purpose of Model Training does not come for free.

A way to control the amount of measurements requested for Model Training is to introduce a total budget for measurements at the entity producing those and associate a cost to each measurement. This enables the data producer to indicate how many measurements it is willing to produce for the purposes of ML Training. The cost information and the budget for measurements can be indicated to the ML Training entities. For example, a gNB can indicate that it is willing to use a certain budget (number of units of its resources) for producing measurements for ML Training. It can also indicate a cost (in terms of units of resources) that the different measurements that it can produce cost. The ML Training entity can subsequently place requests for data measurements such that the available budget is not exceeded.   

Proposal 5: We propose to introduce a cost per ML measurement request sent from an entity producing measurements to ML Training. The cost amounts to a number of units from a total budget.

Proposal 6: A network entity (e.g., a gNB, gNB-CU, gNB-DU) providing AI/ML measurements can indicate to Model Training (e.g., OAM, gNB, gNB-CU) a budget for providing those as well as a cost for the measurements it can provide.
Knowing this information, Model Training can calculate a cost for measurement collection and can decide which measurements to request so that the budget is not exceeded at the measurement producing entity.

Proposal 7: AI/ML measurement producer provides measurements to Model Training under the condition that its budget for AI/ML measurements is not exceeded.

We finally propose to agree the TP provided in the annex of this contribution:

Proposal 8: Agree the TP for TR 37.817 provided in the Annex.
5	Conclusion
We make the following observations and proposals:

Observation 1: Single vendor/proprietary models can be supported by standardized procedures. 
Proposal 1: Model Deployment/Update is not further studied in Rel. 17. 
Proposal 2: We propose to keep Model Deployment/Update arrow from Model Training to Model Inference with a note that it is not considered in the current Rel. 17 SI.  
Observation 2: The different available metrics to evaluate Model Performance may depend on the exact ML Algorithm deployed each time.  
Proposal 3: Since ML Algorithms and ML Models are not in the scope of this study, we propose to keep Model Performance Feedback from Model Inference to Model Training with a note that it is not considered in the current Rel. 17 SI.
Proposal 4: Level of accuracy of the inference and validity time should not be discussed in the ML Framework.
Observation 3: Data collection for the purpose of Model Training is different from existing data collection methods in that the number of requested measurements may be much higher.
Observation 4: Calculating or taking different measurements by the RAN or by a UE may have different costs, depending on the type of measurements.  
Observation 5: Cost of (calculating) a measurement can be in terms of a number of joules, signaling load, processing load, etc. and depends on the requested measurement. 
Observation 6: Requesting measurements for the purpose of Model Training does not come for free.
Proposal 5: We propose to introduce a cost per ML measurement request sent from an entity producing measurements to ML Training. The cost amounts to a number of units from a total budget.
Proposal 6: A network entity (e.g., a gNB, gNB-CU, gNB-DU) providing AI/ML measurements can indicate to Model Training (e.g., OAM, gNB, gNB-CU) a budget for providing those as well as a cost for the measurements it can provide.
Proposal 7: AI/ML measurement producer provides measurements to Model Training under the condition that its budget for AI/ML measurements is not exceeded.
Proposal 8: Agree the TP for TR 37.817 provided in the Annex.
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4	General Framework
Editor Note: high level principles for RAN intelligence enabled by AI, the functional framework (e.g. the AI functionality and the input/output of the component for AI enabled optimization)
Editor Note: FFS if the study assumes single vendor environment, e.g., if the model deployment/update procedure is proprietary.

4.1	High-level Principles 
The following high level principles should be applied for AI-enabled RAN intelligence:
· The detailed AI/ML algorithms and models for use cases are implementation specific and out of RAN3 scope.
· The study focuses on AI/ML functionality and corresponding types of inputs/outputs. 
· The input/output and the location of the Model Training and Model Inference function should be studied case by case.
· The study focuses on the analysis of data needed at the Model Training function from Data Collection, while the aspects of how the Model Training function uses inputs to train a model are out of RAN3 scope.
· The study focuses on the analysis of data needed at the Model Inference function from Data Collection, while the aspects of how the Model Inference function uses inputs to derive outputs are out of RAN3 scope.
· Where AI/ML functionality resides within the current RAN architecture, depends on deployment and on the specific use cases.
· The Model Training and Model Inference functions should be able to request, if needed, specific information to be used to train or execute the AI/ML algorithm and to avoid reception of unnecessary information. The nature of such information depends on the use case and on the AI/ML algorithm.   
· An entity providing measurements for AI/ML may indicate to the Model Training its available budget for providing those measurements, as well as a cost for each measurement it can provide. The entity responsible for Model Training can use this information to determine which measurements it should request so that the budget at the measurement producer is not exceeded.
· The Model Inference function should signal the outputs of the model only to nodes that have explicitly requested them (e.g. via subscription), or nodes that are subject to actions based on the output from Model Inference.
· An AI/ML model used in a Model Inference function has to be initially trained, validated and tested before deployment.
· NG-RAN is prioritized; EN-DC is included in the scope. FFS on whether MR-DC should be down-prioritized.
· A general framework and workflow for AI/ML optimization should be defined and captured in the TR. The generalized workflow should not prevent to “think beyond” the workflow if the use case requires so.
· User data privacy and anonymisation should be respected during AI/ML operation.

4.2	Functional Framework
Editor’s Note: Data Preparation aspects may be further refined
Editor Note: FFS whether and how to signal metrics (e.g., accuracy, uncertainty, etc.) and validity time together with or as part of the inference output.
Editor Note: FFS on whether model testing / generating of model performance metrics is performed in Model Inference.




Figure 4.2-1: Functional Framework for RAN Intelligence
This section introduces the common terminologies related to the functional framework for RAN intelligence illustrated in Figure 4.2-1. For the functions and data/information flows shown in the Figure 4.2-1, whether there is any standardization impact and what is the standardization impact are discussed in clause 5.
· Data Collection is a function that provides input data to Model training and Model inference functions. AI/ML algorithm specific data preparation (e.g., data pre-processing and cleaning, formatting, and transformation) is not carried out in the Data Collection function.  
Examples of input data may include measurements from UEs or different network entities, feedback from Actor, output from an AI/ML model.
· Training Data: Data needed as input for the AI/ML Model Training function.
· Inference Data: Data needed  as input for the AI/ML Model Inference function.
· Model Training is a function that performs the ML model training, validation, and testing. The Model training function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation) based on Training Data delivered by a Data Collection function, if required. 
· (FFS) Model Deployment/Update: Deploy or update an AI/ML model to Model Inference function. Model Deployment/Update is not in the scope of Rel. 17 SI. 

· Model Inference is a function that provides AI/ML model inference output (e.g. predictions or decisions). The Model inference function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation) based on Inference Data delivered by a Data Collection function, if required. 
· Output: The inference output of the AI/ML model produced by a Model Inference function. 
· Model Performance Feedback: Can be optionally sent from Model Inference to Model Training to indicate ML Model performance using real data. Model Performance Feedback is not in the scope of Rel. 17 SI.

· Actor is a function that receives the output from the Model inference function and triggers or performs corresponding actions. The Actor may trigger actions directed to other entities or to itself.
· Feedback: Information that may be needed to derive training or inference data or performance feedback.
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