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Introduction
This contribution discusses the open issues from last RAN3 meeting on inter-Donor migration.
Discussion
2.1	IP address assignment of the migration IAB node
Last meeting agreed:
WA: For no IPsec/IPsec transport mode, the source CU can be notified via F1AP signalling about the network IP addresses assigned to the boundary node by CU2.
FFS if CU1 needs to know the outer IP addresses for IPSec tunnel mode

During the partial migration, the migrating IAB can only send the F1AP signaling after the SCTP has been setup over the target path after the migration. This means the serving Donor-CU can only know the IAB’s new IP address after the F1-C is migrated to target path. This may cause issues during the SCTP setup over target path.

In below example, IAB1 migrates from Donor1-DU to Donor2-DU. IAB2 migrate from Donor1-DU to Donor3-DU.


[bookmark: _Hlk85314342]Figure 1: Example for partial migration

The partial migration procedure for IAB1 and IAB2 is as below:
· Step 1: CU1 sends the XnAP HO Request message to CU2 for IAB1-MT. CU1 sends the XnAP HO Request message to CU3 for IAB2-MT.

· Step 2: CU2 allocates the IP address #2, and replies with the XnAP HO Request Ack message including the allocated IP address in the RRC container to CU1. CU3 allocates the IP address #3, and replies with the XnAP HO Request Ack message including the allocated IP address in the RRC container to CU1. The HO Req Ack message also includes the DSCP/IPv6 FL to be used for the DL F1-C traffic (including any SCTP IP packet for F1-C)

· Step 3: CU1 send the HOCommand including the allocated IP address #2 to the IAB1-MT. CU1 send the HOCommand including the allocated IP address #3 to the IAB2-MT.

· Step 4: IAB1-MT detach from Donor1-DU. IAB2-MT detach from Donor1-DU.
· Step 5: IAB1-MT connect with Donor2-DU. IAB2-MT connect with Donor3-DU. 

· Step 6: IAB1 initiates SCTP setup with CU1, using the IP address #2 allocated by CU2. IAB2 initiates SCTP setup with CU1, using the IP address #3 allocated by CU3.

· Step 7: CU1 receives 2 SCTP INIT from IAB1 and IAB2.
According to the WA, CU1 is notified via F1AP signalling about the network IP addresses assigned to the migrating node by CU2 (or CU3). So at this stage, CU1 does not know which SCTP INIT is from IAB1 (or from IAB2).

· Step 8: CU1 send the SCTP INIT ACK to IAB1. CU1 send the SCTP INIT ACK to IAB2.
The IP packet for the SCTP INIT ACK should use the appropriate DSCP/IPv6 FL from the related Donor. 
· For IP packet to IAB1, it should use the DSCP/IPv6 FL allocated by CU2. 
· For IP packet to IAB2, it should use the DSCP/IPv6 FL allocated by CU3. 

However, CU1 cannot know which received SCTP INIT is for IAB1 (or for IAB2), so it is not possible for CU1 to use the appropriate DSCP/IPv6 FL. 

One may argue that all Donor-CUs should use same DSCP for F1-C. This may be possible, but may require some coordination when the Donor-CUs are from different vendors. This may be problematic for IPv6 flow label, i.e. how to ensure all Donor-CUs use same IPv6 Flow label for F1-C?

Observation 1: current WA is only valid when all Donor-CUs use same DSCP/IPv6 Flow Label for F1-C.

If RAN3 adopt current WA as agreement, then we need to ensure that all Donor-CUs use the same DSCP/IPv6 flow label for F1-C traffic. 
Proposal 1: If current WA is adopted as agreement, RAN3 agree all Donor-CUs use same DSCP/IPv6 Flow Label for F1-C traffic. 

If Proposal 1 is not agreeable, current WA is not valid. Then the only option is to use Xn to transfer the new IP address to source Donor-CU during the HO preparation procedure. 

Proposal 2a: if Proposal 1 is not agreeable, current WA need to be modified as below:
WA: For no IPsec/IPsec transport mode, the source CU can be notified via XnAPF1AP signalling about the network IP addresses assigned to the boundary node by CU2.

If proposal 1 is agreeable, it may have some further impact. With Proposal 1, it can be safely assumed that all Donor-CUs use DSCP/IPv6 Flow Label for F1-C, for no-IPsec mode, IPsec transport mode as well as IPsec tunnel mode. Since all Donor-CUs use same DSCP/IPv6 FL for F1-C, the target Donor-CU (i.e. CU2 or CU3 in above example) can configure the traffic mapping for F1-C in target Donor-DU (i.e. Donor2-DU or Donor3-DU), without the assistance/request from Donor1-CU. The original purpose for CU1 to know the outer IP address is to configure the traffic mapping in Donor-DU. Since CU2 or CU3 can directly configure the traffic mapping in Donor2-DU or Donor3-DU. There may be no need for CU1 to know the outer IP address to be used for F1-C in IPsec tunnel mode. In no-IPsec or IPsec transport mode, CU1 can implicitly know the new IP address of the IAB, e.g. when the IAB-DU initiates the F1AP gNB-DU Configuration Update procedure over the SCTP association using the new IP address of the IAB.

The IAB-DU still need to initiate the F1AP gNB-DU Configuration Update procedure to inform Donor-CU for the updated GTP-U tunnel information (e.g. IAB’s new IP address for F1-U). But there is no need to enhance the F1AP gNB-DU Configuration Update procedure to include the new IP address for F1-C, no matter whether it is no IPsec, IPsec transport mode, or IPsec tunnel mode.

Proposal 2b: if proposal 1 is agreeable, there is no need for CU1 to know the outer IP addresses for F1-C.  
Proposal 3: CU1 know the outer IP address for F1-U in IPsec tunnel mode, via the existing F1AP gNB-DU Configuration Update procedure. 

2.2	management of new IP address of the descendant IAB
After the migration, the F1-C/U traffic of the descendant IAB-DU shall be transferred via the target path. So the descendant IAB shall use the IP address anchored in the target Donor-DU for the F1-C/U traffic. The descendant IAB need to be configured with the new IP address(es) anchored in Donor2-DU. However, there is no handover preparation procedure for the descendant IAB-MT, so it is not possible to use the same method as the migration IAB, i.e. it is not possible for CU2 generates a RRCReconfiguration including a list of IP address for replacement. CU1 need to initiate an XnAP procedure to request the IP addresses from CU2, then CU1 initiates RRCReconfiguration including a list of IP address for replacement towards the descendant IAB-MT. (NOTE: this similar procedure may also be reused for inter-Donor topology redundancy). This XnAP procedure can be initiated after the migrating node completes the migration (e.g. via a new XnAP procedure). This procedure may also be performed before the migration (e.g. via a new XnAP procedure) to reduce the service interruption, or during the migration (e.g. as part of the XnAP Handover Preparation procedure for the migrating IAB). 

Proposal 4: for the descendant IAB, CU1 initiates an XnAP procedure to request the new IP address from CU2, then CU1 initiate RRCReconfiguration with a list of IP address for replacement to the descendant IAB-MT. 

The descendant IAB also need to be configured with the additional information, e.g. new UL Routing ID. This can be the same RRCReconfiguration message to configure the new IP address, new UL Routing ID, etc. in the descendant IAB. 
An example call flow is shown as below: 
a. CU1 initiates XnAP procedure (e.g. XnAP HO Preparation procedure, or new XnAP procedure) to CU2, to request the IP address(es) for the descendant IAB.
b. CU2 reply with the list of IP address(es) to be used for C-Plane, U-Plane. 
c. CU1 initiates RRCReconfiguration towards the child IAB of the migrating IAB. 
d. Child IAB receives the RRCReconfiguration, and initiates IPSec procedure using the new received IP address as outer IP address. 
· In case MOBIKE is used, IKE procedure is used to update the outer IP address, and reuse the existing inner IP address. 
· In case MOBIKE is not used, the child IAB receives the new inner IP address and initiates SCTP establishment using the new inner IP address. 
e. The F1-C/U with the child IAB is switched to use the new inner IP address. 

Step c/d/e is similar as Rel-16 intra-Donor migration. Only Step a/b is new for inter-Donor migration. 

It is worthy to note that the IP address assignment for descendant IAB also happens in inter-Donor Topology Redundancy. It is preferred that same XnAP procedures for IP address management apply to both inter-Donor migration, and inter-Donor Topology Redundancy, except the difference that the XnAP HO preparation procedure may be used for migration case. 

Proposal 5: update Stage-2 BL CR to add the steps for the descendant IAB, i.e. the XnAP procedure to request the IP address to be used by the descendant IABs, from the target IAB-donor-CU.

2.3	QoS
During the migration procedure for the IAB-MT, the QoS information for the required BH RLC CHs need to be transferred to CU2. CU2 may have its own policy on traffic mapping, and determine the required BH RLC CHs based on its own policy. So it is not necessary for CU1 to provide CU2 the QoS for the BH RLC CHs established in CU1’s topology. CU1 may only need to include the QoS for the traffic to be transferred in CU2’s topology. More specifically, the QoS information may be the QoS of the F1-U tunnel and F1-C. 

Proposal 6: the QoS information transferred to CU2 should be the QoS of the traffic (e.g. F1-C/U) to be transferred via CU2’s topology. 

Here is an example for the QoS information exchanged between CU1 and CU2:
· the Request message from the F1-termination CU (e.g. CU1) to non-F1-termination CU (e.g. CU2) may include
· The indication of C-plane traffic or U-plane traffic
· For U-plane traffic, the QoS information for each F1-U tunnel 
· For C-plane traffic, the traffic type, e.g. UE-associated F1AP, non-UE-associated F1AP, etc.
· DL Routing ID, which is to be used by the boundary IAB (e.g., Donor-DU2) to replace the DL Routing ID used in Donor2’s topology with the DL Routing ID used in Donor1’s topology. (needed for header rewriting)
· The reply from the non-F1-termination CU may include following for each traffic:
· DSCP/IPv6 Flow Label, which is to be used by the Donor1-CU to set the IP header of the DL traffic to be routed via Donor2’s topology.
· Ingress BH RLC CH ID for DL and Egress BH RLC CH ID for UL, which is related to the migrating IAB.
· UL Routing ID, which is to be used by the boundary IAB to replace the UL Routing ID used in Donor1’s topology with the UL Routing ID used in Donor2’s topology.
This QoS information may be transferred during the XnAP Handover Preparation procedure, and the QoS information may also be modified after the partial migration, for example, a new UE is connected with an IAB, or a connected UE left. This may require a new XnAP procedure, which may be combined with the IP address management as described in previous section. 

Proposal 7: enhance the XnAP handover preparation procedure to include the QoS information of the traffic, in order for CU2 to determine the required BH RLC CHs. The QoS information should be the QoS of the traffic (e.g. F1-C/U) to be transferred via CU2’s topology. 

Proposal 8: new XnAP procedure is required to enable CU1 to modify the QoS information of the traffic, in order for CU2 to setup/modify/release the BH RLC CHs.

Proposal 9: The information exchanged between the 2 Donor-CUs includes:
· the Request message from the F1-termination CU to non-F1-termination CU may include
· The indication of C-plane traffic or U-plane traffic
· For U-plane traffic, the QoS information for each F1-U tunnel 
· For C-plane traffic, the traffic type, e.g. UE-associated F1AP, non-UE-associated F1AP, etc.
· DL Routing ID, which is to be used by the boundary IAB (e.g., Donor-DU2) to replace the DL Routing ID used in Donor2’s topology with the DL Routing ID used in Donor1’s topology. (needed for header rewriting)
· The reply from the non-F1-termination CU may include following for each traffic:
· DSCP/IPv6 Flow Label, which is to be used by the Donor1-CU-UP to set the IP header of the DL traffic to be routed via Donor2’s topology.
· Ingress BH RLC CH ID for DL and Egress BH RLC CH ID for UL, which is related to the migrating IAB.
· UL Routing ID, which is to be used by the boundary IAB to replace the UL Routing ID used in Donor1’s topology with the UL Routing ID used in Donor2’s topology.

2.4 Discussion on IAB-DU migration
The purpose of the IAB-DU migration is to migrate the UE context, and the F1 interface of the IAB-DU of the migrating IAB (and descendant IAB) to target Donor-CU. The migrating IAB (and descendant IAB) may be configured with the information of target Donor, e.g. the IP address of target Donor-CU. The main issue is when the IAB-DU of the migrating IAB (and descendant IAB) initiates the TNL establishment, and F1 establishment with target Donor-CU. This issue depends on whether the IAB node only have one IAB-DU or 2 IAB-DUs. Currently, the only proposal for full migration is to use 2 IAB-DUs in an IAB node. Regarding the 2 alternatives,
· Alt 1: RAN1 commented Alt 1 may not have technical issues. RAN2 commented a technical analysis on the specification impact in RAN2 is needed.
· Alt 2: both RAN1 and RAN2 have some questions, and need more discussion and clarification on the technical details. 
One may argue that RAN3 continue the work on Alt 1. Activation of additional cell(s) for the migration purposes would likely require new configurations e.g. from OAM which in turn would require such scenario to be taken into account in the network planning. The cell configurations should consider at least what carrier(s) to use, SSB and access resource configurations aligned with the existing configurations in the network so that any conflicts are avoided, UE measurement configurations for cell monitoring that would still remain valid while allowing to measure new cells of the other IAB-DU, etc. If the two DUs share the same radio resources i.e. there would be two logical cells on the same carrier(s), there should be means to avoid overlapping resource scheduling by the two DUs - noting further that the MAC instances are basically independent for the two links. This may be solved by implementation, which may be true. However, the 2nd IAB-DU is only used during the full migration. After the migration is completed, all UEs are to be served by the 2nd IAB-DU, which leaves the 1st IAB-DU to be not used by any UEs. In other words, the additional HW/SW resource for the second IAB-DU is only used during the full migration. This is very inefficient. Considering the Rel-17 scope that the inter-Donor migration is caused by backhaul link blockage, rather than by the mobility of the IAB-MT. It is questionable whether this is a cost-effective solution. In addition, the inter-Donor migration may be temporary, e.g. due to the short period of backhaul link blockage, the full migration may cause signaling load over Xn and F1 interface to migrate all UE context from Donor1 to Donor2. It is likely that the migrating IAB may back to Donor1 soon, which may cause another full migration. In a summary, we are wondering whether it is worthy to develop the full migration in Rel-17.
When UE context remains in source IAB-donor, only the IAB-MT context is moved to target Donor during the HO procedure for the IAB-MT. The F1-C/U between the Donor1 and the migrating IAB (and descendant IAB) is transferred via the target path, which is similar as inter-Donor topology redundancy. 


Figure 2: Example for Option 2
Considering the main migration scenario is not due to the mobility, it may be acceptable that the UE context remains in the source Donor. Since the UE is still served by the source Donor after the migration, the migration does not affect the UE. For the descendant IAB, it only needs to be reconfigured with the new UL Routing ID, IP address, etc. This may be a simple reconfiguration.
Later, when the migrating IAB is back to the source Donor, it only requires small signalling for the IAB-MT and descendant IAB, e.g. to HO the migrating IAB-MT to source Donor, and reconfigure the descendant IAB. When the inter-Donor topology redundancy is supported, this solution may not require other changes. 
Proposal 10: RAN3 adopt the solution that UE context remains in source Donor for Inter-Donor Topology Adaptation in Rel-17.  If needed, the full migration can be considered for Rel-18.

Conclusion
In this contribution, we have analysed the technical detail on inter-Donor topology adaptation. Our proposal is: 
Observation 1: current WA is only valid when all Donor-CUs use same DSCP/IPv6 Flow Label for F1-C.
Proposal 1: If current WA is adopted as agreement, RAN3 agree all Donor-CUs use same DSCP/IPv6 Flow Label for F1-C traffic. 

Proposal 2a: if Proposal 1 is not agreeable, current WA need to be modified as below:
WA: For no IPsec/IPsec transport mode, the source CU can be notified via XnAPF1AP signalling about the network IP addresses assigned to the boundary node by CU2.
Proposal 2b: if proposal 1 is agreeable, there is no need for CU1 to know the outer IP addresses for F1-C.  
Proposal 3: CU1 know the outer IP address for F1-U in IPsec tunnel mode, via the existing F1AP gNB-DU Configuration Update procedure. 

Proposal 4: for the descendant IAB, CU1 initiates an XnAP procedure to request the new IP address from CU2, then CU1 initiate RRCReconfiguration with a list of IP address for replacement to the descendant IAB-MT. 
Proposal 5: update Stage-2 BL CR to add the steps for the descendant IAB, i.e. the XnAP procedure to request the IP address to be used by the descendant IABs, from the target IAB-donor-CU.

Proposal 6: the QoS information transferred to CU2 should be the QoS of the traffic (e.g. F1-C/U) to be transferred via CU2’s topology. 
Proposal 7: enhance the XnAP handover preparation procedure to include the QoS information of the traffic, in order for CU2 to determine the required BH RLC CHs. The QoS information should be the QoS of the traffic (e.g. F1-C/U) to be transferred via CU2’s topology. 

Proposal 8: new XnAP procedure is required to enable CU1 to modify the QoS information of the traffic, in order for CU2 to setup/modify/release the BH RLC CHs.

Proposal 9: The information exchanged between the 2 Donor-CUs includes:
· the Request message from the F1-termination CU to non-F1-termination CU may include
· The indication of C-plane traffic or U-plane traffic
· For U-plane traffic, the QoS information for each F1-U tunnel 
· For C-plane traffic, the traffic type, e.g. UE-associated F1AP, non-UE-associated F1AP, etc.
· DL Routing ID, which is to be used by the boundary IAB (e.g., Donor-DU2) to replace the DL Routing ID used in Donor2’s topology with the DL Routing ID used in Donor1’s topology. (needed for header rewriting)
· The reply from the non-F1-termination CU may include following for each traffic:
· DSCP/IPv6 Flow Label, which is to be used by the Donor1-CU-UP to set the IP header of the DL traffic to be routed via Donor2’s topology.
· Ingress BH RLC CH ID for DL and Egress BH RLC CH ID for UL, which is related to the migrating IAB.
· UL Routing ID, which is to be used by the boundary IAB to replace the UL Routing ID used in Donor1’s topology with the UL Routing ID used in Donor2’s topology.
Proposal 10: RAN3 adopt the solution that UE context remains in source Donor for Inter-Donor Topology Adaptation in Rel-17.  If needed, the full migration can be considered for Rel-18.
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