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Introduction
The discussion of this contribution is based on the following agreements [1].  
The RRCReconfiguration transfer in Solution 1 and RRCReconfiguration execution in Solution 2 can take place as soon as the routing table at migrating IAB node has been updated to have one or more entries for the target path, and there is RACH success of IAB-MT of migrating IAB-node.
RAN3 studies enhancements on how to avoid reconfiguration of the descendant nodes (e.g., the reconfiguration of IP addresses) in the AI 13.2.2 on reduction of service interruption.
This paper will analyse solution 1 and solution 2 respectively. And discuss a method to avoid reconfiguration of the descendant nodes.
[bookmark: _Ref178064866]Discussion
Solution 1 vs. Solution 2
Solution 1: Parent node withholds the RRCReconfiguration for TNL migration and sends it to its child node when a condition is satisfied.
Issue 1: PDCP SN gap
There are two methods considered in RAN2
· [bookmark: OLE_LINK21][bookmark: OLE_LINK22]Method 1: The t-Reordering sets to infinity (default value for SRB).
· [bookmark: OLE_LINK31][bookmark: OLE_LINK32]Method 2: If a new RRC Reconfig arrives, while the buffered RRC Reconfig has not yet been delivered, the parent will deliver both messages to the child. This child will then perform two IP address changes in sequence. 
There may some RRC reconfiguration messages (e.g., for DRB reconfiguration rather than IP address allocation) may send to descendant node during RRC reconfiguration message for IP address change buffered at migration node. For method 1, descendant node will never receive such RRC message (e.g., for DRB reconfiguration). For method 2, it also may affect the behaviours of descendant node, especially for CHO for migration node since the CU can’t know when the migration node will execute handover. It may a long time for descendant node who cannot receive any RRC message from donor CU. Hence, the RRC Reconfiguration for IP address change should be the last RRC message to the descendant node in source path. However, CHO cannot ensure that the RRC reconfiguration message for IP change is the last RRC message. Hence CHO is not suitable for solution 1. Moreover, t-Reordering can be expired for solution 2. If the PDCP SN of buffered RRC reconfiguration message out of the PDCP window and the child node will discard it even if the parent node deliver it to the child node finally
Observation 1: In Solution 1, both methods result in descendant node being unable to apply other RRC messages e.g., DRB reconfiguration, hence the RRC Reconfiguration for IP address change should be the last RRC message to the descendant node in source path. However, CHO configured to migration IAB node cannot ensure that the RRC reconfiguration message for IP change is the last RRC message for descendant node. So CHO is not suitable for solution 1.
Observation 2: Methods that have been provided for the issue of PDCP SN gap in solution 1 may have some problems. Further discussion on the issue of PDCP SN gap is still needed in RAN2. 
Issue 2: How to treat the RRCReconfiguration for TNL migration to the descendant node in migration failure
Two methods are considered for the RRCReconfiguration for TNL migration to the descendant node:
· Method 1: the parent node discards the RRCReconfiguration for TNL migration to its child node if IAB node migration is failed. 
· Method 2: The parent node sends both the withheld RRCReconfiguration for TNL migration and following RRC message for updated TNL configuration to the child node and the child node will perform two IP address changes in sequence.
In method 1, PDCP SN gap will exist. If the descendant node needs to perform HO procedure and then the PDCP entity for SRB1 should be re-established, it is not a question.
Method 2 can work no matter if HO procedure is performed by the descendant node or not. But the descendant node needs to perform two IP address changes and CU should send another RRC message to update TNL configuration when it knows the withheld RRCReconfiguration is not applicable. An optimization is that the parent node withholding the RRCReconfiguration message can discard the RRC message and send a PDCP PDU without data to the child node, i.e., PDCP header only with the original SN.
Observation 3: In Solution 1, the withheld RRCReconfiguration for TNL migration to descendant node can be discarded when IAB node migration is failed and the parent node may send a PDCP PDU without data (PDCP header only) to the child node. But further discussion on the issue of RRC reconfiguration failure at migration node is still needed in RAN2.
Issue 3: How to buffer RRC reconfiguration at boundary node
Except the above RAN2 issues, RAN3 should consider how to buffer the RRC reconfiguration at boundary node. An explicit indication to migration IAB DU can be based on the enhancement of F1AP signalling e.g., UE Context Modification request message which conveys RRC reconfiguration. Note that Transmission action indicator is dedicated for data transmission rather than signalling transmission. The migration IAB DU will receive transmission action indicator in UE context modification request but not means that the RRC reconfiguration message should always be buffered.
Observation 4: If solution 1 is adopted, F1 specification needs to be changed e.g., an explicit indication to migration IAB-DU is included in UE Context Modification Request message.
Solution 2: The RRCReconfiguration message for TNL migration is buffered in the descendant node and executed when an indication is received from the parent IAB-DU
Since the RRCReconfiguration message for TNL migration is buffered in the descendant node, it can be applied to both legacy handover and CHO for the migration node. Other RRC messages for descendant node are not affected by deactivate RRC reconfiguration message. And there is no issue of PDCP SN gap issue and migration failure.
In [2], RAN2 identify below RAN2 impacts.
	· RAN2 expects the following impact for Solution 2:
· Impact to RRC specification (38.331):
· Indication for conditional execution to be added to ASN.1 for RRCReconfiguration message (bullet1)
· Procedures for the child IAB-node to potentially discard the buffered RRCReconfiguration, to address the case of IAB-node migration failure. (bullet2)
· L1/L2 indication (e.g. new BAP control PDU) sent by the migrated parent IAB-node DU to the descendant IAB-node MT to trigger the execution of RRCReconfiguration at the child IAB-node MT, and related configuration at the parent node. (bullet3)


The first bullet is regarding the revision of ASN.1 for RRCReconfiguration message. It should be agreed directly if solution 2 is adopted. For the procedure of discarding buffered RRCReconfiguration, it can be achieved combined with the solution to trigger the execution of RRCReconfiguration. That is, bullet 2 and bullet 3 can be considered together. New BAP control PDU from parent node can be used to validate or abandon the buffered RRCReconfiguration message in child node.
Solution 2 is clear and does not have too much debate in RAN2 including both specification impact and procedure design. Furthermore, there is no RAN3 effort is needed for now.
Observation 5: The specification impact and procedure design for solution 2 are clear in RAN2. And there is no RAN3 effort is needed for now.
Both solutions are feasible but we try to introduce the minimum work both in RAN2 and RAN3 in the next few meetings, and achieve the least limitation e.g., for HO and CHO. Hence we proposed to support solution 2 only.
Proposal 1: Solution 2 is selected for reduction of service interruption in intra-CU migration. RAN2 proceed with specification modifications. 
Avoid reconfiguration of the descendant nodes
Since the routing path and donor DU have be changed, the UL mapping, IP address and routing related information of descendant node also needs to be changed regardless of intra-CU migration or inter-CU partial migration. The reconfiguration procedure for descendant nodes would require complex signalling interaction and cause service interruption, especial for the bottom of UE/IAB-MT. 
We try to achieve minimum impact on descendant node by the following options for DL.
For UL, it follows the principle of inter-DU local rerouting. Descendant node sets the BAP header according to the source topology’s configuration i.e., destination BAP address is source donor DU, and boundary node performs BAP header rewrite. The destination IP address is source donor. When target donor DU received an IP packet that has the source donor IP address as destination address, the target donor DU will send it via IP-based tunnelling to source donor DU. 
Two IP headers: For DL, source CU writes the real destination IP address in IP header (i.e. descendant node) and sends this IP packet to target CU. Target CU does not parse it and further adds another IP header which belongs to target CU. The destination IP address in second IP header (added by target CU) is boundary node. After the boundary node receives the packet via target path, it will drop the second IP header and read the first IP header which is the real destination IP address (i.e. descendant node). Then boundary node rewrites BAP header from target path BAP routing ID to source path BAP routing ID according to BAP header rewrite table, and further send the packet to descendant node. 
Two BAP headers: For DL, source donor DU configures the real destination BAP address (i.e. descendant node) and sends this packet to target DU via IP-based tunnelling between source donor DU and target donor DU. Target donor DU adds the second BAP header with the BAP address of boundary node. After the boundary node receives the packet (with 2 BAP headers) via target path, it will drop the second BAP header (destination BAP address is boundary node) and read the first BAP header which is the real destination BAP address (descendant node). 
Proposal 2: RAN3 further discusses the following solution to avoid descendant node reconfiguration:
Two IP/BAP headers: the first IP/BAP header configured by source donor, which corresponding to the path between boundary node and destination node. And further send this packet to target donor. Another IP/BAP header is configured by target donor, which corresponding to path between boundary node and target donor. 
1. 
2. 
2.1. 
Conclusion
Observation 1: In Solution 1, both methods result in descendant node being unable to apply other RRC messages e.g., DRB reconfiguration, hence the RRC Reconfiguration for IP address change should be the last RRC message to the descendant node in source path. However, CHO configured to migration IAB node cannot ensure that the RRC reconfiguration message for IP change is the last RRC message for descendant node. So CHO is not suitable for solution 1.
Observation 2: Methods that have been provided for the issue of PDCP SN gap in solution 1 may have some problems. Further discussion on the issue of PDCP SN gap is still needed in RAN2. 
Observation 3: In Solution 1, the withheld RRCReconfiguration for TNL migration to descendant node can be discarded when IAB node migration is failed and the parent node may send a PDCP PDU without data (PDCP header only) to the child node. But further discussion on the issue of RRC reconfiguration failure at migration node is still needed in RAN2.
Observation 4: If solution 1 is adopted, F1 specification needs to be changed e.g., an explicit indication to migration IAB-DU is included in UE Context Modification Request message.
Observation 5: The specification impact and procedure design for solution 2 are clear in RAN2. And there is no RAN3 effort is needed for now.
[bookmark: _GoBack]Proposal 1: Solution 2 is selected for reduction of service interruption in intra-CU migration. RAN2 proceed with specification modifications. 
Proposal 2: RAN3 further discusses the following solution to avoid descendant node reconfiguration:
Two IP/BAP headers: the first IP/BAP header configured by source donor, which corresponding to the path between boundary node and destination node. And further send this packet to target donor. Another IP/BAP header is configured by target donor, which corresponding to path between boundary node and target donor. .
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