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1. Introduction

RAN3 has discussed previously aspects of RACH SDT, triggered by LS traffic from RAN2, and has taken some working assumptions. However, at RAN3#114-e, the work item will officially start in RAN3. 

In this document, we briefly revisit the previous conclusions in respect of RACH based SDT and consider again the case of no anchor relocation. We consider possible latency reduction for the case when the traffic is contained in the first UL message from the UE. The document also includes a stage 2 flow for the no-relocation case including both cases of interest (i.e., with and without establishment of Xn-u tunnels). 
2. Discussion

2.1 Previous status in RAN3

In RAN3#111-e, the following were adopted as working assumptions (with numbering to ease reference):

WA1: For CG based SDT, RAN3 will further discuss impacts and mainly consider split-gNB case.

WA2: Sequence UL/DL transmission following UL SDT without transitioning to RRC_CONNECTED is supported for SDT

WA3: The existing Retrieve UE Context procedure can be reused for both with and without anchor relocation scenarios with possible enhancements. Details will be discussed later.

WA4: UL data for SDT is buffered at the receiving node in the successful context retrieval procedure. For other cases, the common understanding is that UL data may need to be buffered as well, details are pending.

WA5: The last serving gNB, i.e., anchor gNB, will be the decision maker on whether to relocate anchor or not. Assistance information provided by the receiving gNB may help on the decision. Details of assistance information are pending future discussion.

Broadly these working assumptions seem to be still relevant, although detail needs to be worked on. Working Assumptions 3-5 were included in an LS reply to RAN2 [1].

Further discussions took place at RAN3#112-e, with the following agreements:
Keep the scope of without anchor relocation for SDT.

Among the solutions proposed to support without anchor relocation, forwarding all the MAC PDUs directly to the anchor gNB, is excluded. 
Reply to RAN2 by saying that RAN3 would proceed with the alignment their assumption of RLC handling.

And some topics were highlighted for further consideration:
Which procedure to be used for without anchor relocation leaves to the discussion when TU starts.

What the assistance information is and how it helps the anchor gNB to make decision are FFS.

Whether and how the CU-DU split architecture could be impacted by CG-based SDT remain open.
Whether it is beneficial to forward the 1st message to the anchor gNB
In this document we consider some of the open issues related to RACH based SDT, specifically the issue of procedures without anchor relocation.
2.2 Requirements for Xn support without anchor relocation
We note that from RAN2 agreements, the following should apply
· The first UL message may contain DRB data from one or more DRBs, also SRB2 (NAS transport)
· RLC configuration used for SDT is based on UE stored configuration

· UE can also send or receive subsequent packets (while staying in RRC_INACTIVE)

Now from the conclusions of RAN3#112-e, we can observe that, as long as there are additional exchanges after the first message, then it seems to be assumed by RAN3 that that the RLC layer is “temporarily relocated” to the serving gNB; however further discussion is welcome on the “single message” case.

The rationale for this open issue is as follows. The RLC relocation requires messages on Xn (potentially E1/F1) to set up the required tunnels. Hence there is some latency before data transfer (involving the PDCP entity) can start. However after this initial overhead, additional messages suffer only normal user plane delays, and therefore the initial set-up delay becomes less significant.

Observation 1: Relocating the RLC processing to the serving gNB implies control plane exchanges on multiple interfaces before any data arrives at the PDCP entity, with associated delay. With greater number of messages, however, the impact of the initial latency is reduced.
The case of the first message needs further discussion. The motivation was explained in [2], i.e. the latency (and general overhead) can be significantly reduced in the case when there is only uplink traffic, and it is fully contained in the first uplink message.

Specifically, if the RLC context is relocated, it seems clear that there is significant delay to decode the first packet (full Xn exchange plus F1/E1 exchanges for RLC context propagation and tunnel establishment). 

In order to move forward, we propose to confirm that RLC relocation is generally supported, with possible exception of case where the anchor decides to release the UE after the first UL message (and there is no DL traffic). The latency for a single message case is discussed later in this document.
Proposal 1: Agree that the RLC layer can be relocated to the serving gNB, in case of additional data exchanges after the first message, for the case of no anchor relocation. Single message case should be further discussed.
Note that in any case a decision on whether to relocate or not the RLC context implies that the anchor gNB receives assistance data.

Observation 2: Anchor gNB is only able to decide whether to release (after reception of the first message) if this includes assistance data regarding the expected traffic. 

For the single message case, it was discussed in [1] that it should be possible for the anchor to decide that such processing is, or is not, desirable according to policy (similarly for context relocation, setting up tunnels etc). Hence the solution should support the following implementation / configuration options:
	· Serving gNB may or may not send first uplink PDU(s) in CP

· Anchor gNB may decide:

· Whether to process initial uplink PDU if received

· Whether to relocate full context (anchor relocation)

· In case of no relocation, whether the UP exchange requires setting up tunnels (in this case we may assume that the RLC configuration is provided to the serving gNB).


The above principles would allow for full flexibility, depending on local configuration, type of deployment etc, and a flow that enables these principles is described in more detail in the next section.

2.3 Generic signalling flow

The below figure shows a generic signalling flow for the case of no anchor relocation with RACH-based SDT, and DRB data. This flow is intended to provide both (optional) low latency for the first RLC PDU(s), as well as flexibility regarding the relocation of the RLC layer (which is linked to whether the UE has indicated the need for further data transmission). For simplicity, only the flow using msg3 (4 step) is illustrated.
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Figure 1: General flow for the no anchor relocation case
1/2/3.
The UE resumes from RRC_INACTIVE following SDT procedures, providing the I-RNTI and UL data. 
4.
The serving gNB requests the last serving gNB to provide UE Context data, including SDT IEs (Assistance Data and optionally RLC PDU(s)). The serving gNB buffers the RLC PDU(s).
The anchor gNB takes the assistance data into account when deciding whether to relocate the context, relocate the RLC layer and/or process the RLC PDU(s). 
If it decides to relocate the context, it replies with RETRIEVE UE CONTEXT RESPONSE and normal path switch procedures follow at the serving gNB (case not shown here).
If the anchor gNB decides not to relocate the context (case shown):

· If it decides to process the received uplink RLC PDU(s) immediately as it expects no further traffic, it executes step 7 (replies with RETRIEVE UE CONTEXT FAIL, containing the RRCRelease message), and the flow terminates as the UE is released.
· Otherwise if the anchor gNB decides not to relocate the context, while enabling establishment of UP tunnels for PDCP PDUs:

5.
The anchor gNB sends a (modified) Xn-U ADDRESS INDICATION message to the serving gNB including the RLC configuration, UL anchor DRB endpoints, and indication of whether it requests DL endpoints. Serving gNB assumes that initial data in first message has not been processed.
6. (If requested) The serving gNB sends a (modified) Xn-U ADDRESS INDICATION message to the anchor gNB including its DL DRB endpoints for data forwarding.

7.
Anchor decides to release the UE and completes the Context Retrieval procedure by sending a RETRIEVE UE CONTEXT FAIL including the RRCRelease message, which is then forwarded to the UE in step 8.
Note that steps 5 and 6 could equally be realized using a new procedure.

Overall it is obvious that if there was no data carried in step 4, then there is a need for another Xn message plus processing at both gNBs before the initial data is transferred to the anchor gNB, i.e. the latency of the first message is increased.
Observation 3: The flow shown provides an example of how the latency could be reduced to a minimum for a single uplink packet transaction, while still enabling full flexibility for anchor gNB behaviour depending e.g. on assistance data and deployment aspects.
3. Latency analysis
We now consider the number of CP messages needed to establish a data path for several cases of interest.  Besides the case shown above, there are a few more variations e.g.:

· The uplink data consists of a NAS message only

· The gNBs are disaggregated (E1, F1 or both E1/F1)
The table below shows an estimate of the number of CP messages. The latency of UP traffic is assumed to be small enough in comparison to be negligible.

Table 1: Estimated number of CP messages before first UL data arrives in anchor gNB / gNB-CU-UP

	
	No CP data transport
	With CP data transport
	Latency reduction

	DRB
	2
	1
	50%

	DRB, disaggregated gNB, F1 only
	4 (a)
	3 (b)
	25%

	DRB, disaggregated gNB, E1 only
	4 (a)
	2 - 3 (b)
	23-50%

	DRB, disaggregated gNB, F1 + E1
	6 (a)
	4 - 5 (b)
	16-33%

	SRB/NAS
	3 (c)
	1
	67%

	SRB/NAS, disaggregated gNB, F1 only
	6 (c)
	4 (d)
	33%

	Notes:

a) assumes 2 additional F1 messages (in serving gNB) and 2 additional E1 messages (in anchor gNB)

b) assumes 1 additional F1 message and 1or 2 additional E1 messages (depending on whether the CU-CP needs to wait for the reply from the CU-UP to send UL data, or engage gNB-CU-DU)

c) assumes transport over Xn-c and F1-C for the C-plane PDCP PDU, resulting in 3 messages for the baseline exchange, plus 3 additional F1messages

d) assumes transport over Xn-c and F1-C for the C-plane PDCP PDU


Although the above estimates depend on various assumptions on message and flow enhancements, the general conclusion seems reasonable, that the latency reduction is significant but tends to become smaller for disaggregated deployments. 
Observation 4: For the first uplink data, latency reduction can be significant (e.g. 50%), but becomes smaller in disaggregated scenarios – although even then it can provide significant reductions (>25%).

The solution and flow shown in the previous sections does allow full flexibility, as the immediate transport and processing of the first uplink data only happens if both anchor and serving gNB support it and are configured to enable it. For example, if the serving gNB sends the data in the Xn-c message, the anchor can consider assistance data to decide whether or not to process it, or for example whether RLC segments are not present, and in addition it may also be configured to support it or not depending on deployment specifics.
In conclusion, we propose the following

Proposal 2: Support optional the transport of the first message in Xn-c towards the anchor; allow anchor to either process and send to CN or ignore and fallback to normal PDCP PDU forwarding.

The flow for this functionality (as per the previous section) is provided as a stage 2 text proposal in the Appendix.

Proposal 3: Take the message flow in the appendix as a basis for stage 2 documentation of SDT functionality for the case of no anchor relocation.
4. Conclusions

The following observations are made in this document:
Observation 1: Relocating the RLC processing to the serving gNB implies control plane exchanges on multiple interfaces before any data arrives at the PDCP entity, with associated delay. With greater number of messages, however, the impact of the initial latency is reduced.
Observation 2: Anchor gNB is only able to decide whether to release (after reception of the first message) if this includes assistance data regarding the expected traffic.
Observation 3: The flow shown provides an example of how the latency could be reduced to a minimum for a single uplink packet transaction, while still enabling full flexibility for anchor gNB behaviour depending e.g. on assistance data and deployment aspects.

Observation 4: For the first uplink data, latency reduction can be significant (e.g. 50%), but becomes smaller in disaggregated scenarios – although even then it can provide significant reductions (>25%).

and the resulting proposals are as follows:

Proposal 1: Agree that the RLC layer can be relocated to the serving gNB, in case of additional data exchanges after the first message, for the case of no anchor relocation. Single message case should be further discussed.
Proposal 2: Support optional the transport of the first message in Xn-c towards the anchor; allow anchor to either process and send to CN or ignore and fallback to normal PDCP PDU forwarding.
Proposal 3: Take the message flow in the appendix as a basis for stage 2 documentation of SDT functionality for the case of no anchor relocation.
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6. Text Proposal

10.xx.2 RA-SDT without UE context relocation

The following figure shows the operation of SDT without anchor relocation.

[image: image2.emf]UE Serving gNB UPF

3. RRCResumeRequest(resumeID, 

resumeCause, ResumeMAC-I) + UL data

Anchor gNB

4. Retrieve UE Context Req.((resumeID, 

resumeMAC-I) + RLC PDU(s) + Assistance Data)

8. RRCRelease(releaseCause, 

resume ID)

DL data (PDCP PDU)

1. Random access Preamble

2. Random access Response

RRC_INACTIVE

RRC_INACTIVE

UL data

UL data

UL data (PDCP PDU)

UL data

DL data

DL data

7. Retrieve UE Context Fail 

(containing RRCRelease)

5. Xn-U Address Indication (RLC config 

+ UL anchor DRB endpoints + DL ind)

6. Xn-U Address Indication (DL anchor 

DRB endpoints)

Buffer UL data

Decides to keep UE context

Decides whether to process UL data

If anchor gNB decides to relocate RLC 

entity in receiving gNB


Figure x: RACH based SDT without UE context relocation
1/2/3.
The UE resumes from RRC_INACTIVE following SDT procedures, providing the I-RNTI and UL data. 

4.
The serving gNB requests the last serving gNB to provide UE Context data, including SDT IEs (Assistance Data and optionally RLC PDU(s)). The serving gNB buffers the RLC PDU(s).

The anchor gNB decides not to relocate the UE context. If, based on the assistance data, the anchor gNB also decides to process the received uplink RLC PDU(s) immediately and release the UE, it executes step 7, and the flow terminates. Otherwise anchor gNB does not process the UL data and proceeds to establish user plane Xn-u tunnels.
5.
The anchor gNB sends a Xn-U ADDRESS INDICATION message to the serving gNB including the RLC configuration, UL anchor DRB endpoints, and indication of whether it requests DL endpoints. Serving gNB assumes that initial data in first message has not been processed.
6. (If requested) The serving gNB sends a (modified) Xn-U ADDRESS INDICATION message to the anchor gNB including its DL DRB endpoints for data forwarding.

7.
Anchor decides to release the UE and completes the Context Retrieval procedure by sending a RETRIEVE UE CONTEXT FAIL including the RRCRelease message, which is then forwarded to the UE in step 8.

Note that steps 5 and 6 could also be realized using a new procedure.
