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In TSG RAN Meeting #112e, the following agreements have been achieved on inter-topology transport[1]: 
	Inter-topology BAP routing option 4 is supported. 
For inter-donor-routing options 4 and 5, the inter-donor dual-connected boundary node has a unique BAP address in each topology, which is assigned by the donor in the respective topology and cannot be used by any other IAB-node in that topology.
The boundary-node’s two BAP addresses can have the same or different values.


The target CU needs to configure BH transport on the target path for boundary-node- and the descendant-node traffic based on QoS information passed by the source CU. RAN3 agreed on the granularity of this QoS information: 
	The F1-terminating donor sends the QoS information (content FFS) to the non-F1-terminating donor with the granularity of BH RLC CH or F1-U GTP-U tunnel for UP traffic, or non-UP traffic type for non-UP traffic (FFS whether for UP traffic we go for the 1st or the latter option, or both)


RAN3 further agreed [2]:
	One common inter-donor topology transport mechanism should be defined for all scenarios where traffic between a donor and an IAB DU traverses the network under another donor; FFS whether it is possible to achieve a common signaling design for all scenarios
For an MT with simultaneous connectivity to two IAB-donors, per-F1-U tunnel load balancing should be supported


This paper discusses 1) the granularity of QoS information to be passed between CUs for boundary/descendant node traffic, 2) the signaling exchanges for the configuration of UL/DL mapping and BAP  header rewriting, and 3) the traffic handling at the boundary node. 
Discussion
Partial Migration and Inter-donor Redundancy w/o DU migration
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Figure 1: Example scenarios for Partial Migration and inter-donor redundancy w/o DU migration
The following proposals aim to handle inter-topology transport across the boundary node for Partial Migration and inter-donor redundancy. An example for these scenarios is given in Figure 1. The terminology used in the following is based on this example. 
Granularity of QoS info for UP traffic
RAN3 agreed that QoS info is passed from CU1 to CU2, and that this this QoS information has the granularity of traffic type for non-UP traffic, and granularity of either F1-U tunnel or BH RLC CH for UP traffic. 
For UP traffic, RAN3 still needs to narrow down between F1-U tunnel vs. BH RLC CH granularity.
The underlying question to these two alternatives is: How do the two CUs coordinate the aggregation of UP traffic to BAP paths and BH RLC CHs for inter-topology traffic?
In UL direction, this traffic aggregation is determined by the UL mapping from F1-U tunnel to L2 at the access IAB-node. In DL direction, it is determined by the mapping from F1-U tunnel to IP header information at the CU-UP followed by the mapping from IP header information to L2 at the IAB-donor-DU.
We assume the CU1 has determined this traffic aggregation in topology 1 before migration/redundancy. For topology 2, the following two options can be considered:
Option 1: CU1 determines the traffic aggregation in topology 2.
Option 2: CU2 determines the traffic aggregation in topology 2.

Boundary-node traffic:
All F1 traffic originated/terminated at the boundary node is carried over only one topology, which is topology 2 in case of Partial Migration, and it can be either topology 1 or topology 2 for a dual-connected boundary node.
One could argue that CU2 should be the one that determines the traffic aggregation for boundary-node’s F1 traffic in topology 2 since it owns topology 2 and is therefore best suited to perform resource management and load balancing in this topology. 
Alternatively, one could argue that proper layer separation would leave it up to CU1 to determine the aggregation of boundary-node’s F1 traffic since this traffic is terminated at CU1 and at the boundary-node’s IAB-DU, which belongs to CU1. Also, if traffic aggregation is done by CU1, the QoS information would be substantially compacted, e.g., to fit into a single message. This may not be the case in option 2, where QoS info needs to be sent with F1-U tunnel granularity to CU2. 
Observation 1: For boundary-node F1-U traffic, QoS info can either have granularity of BH RLC CH or F1-U tunnel. 

Descendent-node traffic:
The F1 traffic originated/terminated at the descendent node is carried over both topologies (we are disregarding traffic that resides in topology 1 only for a dual-connected boundary node).
The same advantages/shortcomings discussed for options 1 vs. option 2 in the context of boundary-node traffic do also apply for descendent-node traffic.
In addition, the following needs to be considered:
Option 1: CU1 can align the traffic aggregation in topology 2 with that in topology 1 so that a 1:1 mapping between BH RLC CHs and BAP routes can be achieved at the boundary node. This would imply that apart from header rewriting, the boundary node would behave like a conventional intermediate IAB-node.
Option 2: CU2 may end up with a different traffic aggregation in topology 2 than that used by CU1 in topology 1. In this case, 1:N mapping between BH RLC CHs and BAP routes may have to be supported for UL traffic and N:1 mapping for DL. Currently, 1:N mapping is not supported for BH RLC CHs. Further, 1:N mapping is not supported for BAP header rewriting via BAP routing ID (inter-topology transport option 4).
Observation 2: For descendent-node F1-U traffic on the UL, QoS info can only have granularity of BH RLC CH for BAP header rewriting using BAP routing ID (option 4). 

Summary
Since RAN3 agreed that inter-topology transport using BAP header rewriting based on BAP routing ID (option 4) is supported, it is CU1 that needs to determine the aggregation of descendent-node F1 traffic in topology 2 for UL traffic. As the baseline, it makes sense to use the same approach for the DL.
For boundary-node traffic, both options can be supported. As a baseline, it makes sense to use the same solution as for descendent-node traffic. This reduces complexity and specification overhead. Further enhancements can be discussed at a later stage.
Proposal 1: Ase a baseline, the F1-terminating CU to send QoS info with BH RLC CH granularity to the non-F1-terminating CU.

Signaling Exchange 
Based on proposals 1, potential signaling exchanges can be derived for the configuration of UL/DL mappings and for BAP header rewriting. 

Signaling exchange for boundary node traffic:
· For UL traffic:
1. CU1 sends to CU2 the QoS info for each UL mapping to be migrated.
2. CU2 returns to CU1 for each QoS info the BAP routing ID used in top-2 and the BH RLC CH ID at the boundary node in top-2.
3. CU2 configures for each QoS info in top-2 a route using this BAP routing ID and BH RLC CHs with this QoS.
4. CU1 updates on the boundary node via F1AP the UL mapping with the BAP routing ID and BH RLC CH ID returned by CU2.
· For DL traffic:
1. CU1 sends to CU2 the QoS info and IP header info for each DL mapping to be migrated 
- The new IP address is included in the IP header info if it is already known to CU1.
- Alternatively, the old IP address may be sent with a request for replacement. The replaced IP address is then configured on the IAB-node.
2. CU2 configures for each QoS info in top-2 the DL mapping on IAB-donor-DU2 and a route using this BAP routing ID and BH RLC CHs using this QoS.

Signaling exchange for descendent node traffic:
· For UL traffic:
1 - 3: Same as for boundary node.
4. CU1 configures on the boundary node via F1AP the BAP routing ID mapping for header rewriting and bearer mapping of top1 top2.

· For DL traffic:
1 - 2: Same as for boundary node.
3. CU2 returns to CU1 for each QoS info the BAP routing ID used in top-2 and the BH RLC CH ID at the boundary node in top-2.
4. CU1 configures on the boundary node via F1AP the BAP routing ID mapping for header rewriting and bearer mapping of top2 top1.
  
These examples show how information and configurations can be shared for boundary- and descendent-node traffic. We can derive the following proposals:

Proposal 2a: For the boundary and descendent node, the F1-terminating CU to send to the non-F1-terminating CU for each UL mapping to be migrated the QoS of the corresponding BH RLC CH, and the non-F1-terminating CU to return the BAP routing ID used in top-2 and the BH RLC CH ID used at the boundary node in top-2.
Proposal 2b: For the boundary and descendent node, the F1-terminating CU to send to the non-F1-terminating CU for each DL mapping to be migrated the QoS of the corresponding BH RLC CH and IP header information.

Traffic processing on the boundary node
In the last meeting, RAN3 agreed that each topology uses a separate BAP address at the boundary node. Each BAP address is selected by the CU controlling the respective topology, which implies that they can have same or different value.
RAN3 further agreed to support inter-topology transport via BAP header rewriting based on the BAP routing ID (option 4) at the boundary node. This implies that the boundary node is configured with a mapping:
BAP routing ID of ingress topology  BAP routing ID of egress topology.

It remains to be discussed how the boundary node differentiates traffic:
· To be passed to upper layers,
· To be routed in the same topology,
· To be passed to and routed in the other topology.

While this issue is RAN2 scope, RAN3 needs to obtain an understanding of the options available and draw its own conclusions. RAN3 can then propose its favourite solution to RAN2.
The following options can be considered:
Option 1: 
· The node’s BAP address indicates traffic for upper layers (as in Rel-16).
· Any other BAP address (+ any BAP PATH ID) indicates that traffic is forwarded to either topology.
· If header rewriting is needed, the routing table includes the corresponding new BAP routing ID.
Comment: Very flexible approach. It allows, for instance, using BAP addresses to indicate destinations in the other topology and BAP PATH IDs to indicate different paths to the same destination. Other options are possible.

Option 2: 
· The node’s BAP address indicates traffic for upper layers and for header rewriting.
· Any other BAP address (and BAP PATH ID) can be used for routing in the same topology.
· The BAP PATH ID is used to differentiate between traffic for upper layers and for header rewriting.
Comment: The BAP PATH ID space is used to differentiate between all destinations in the target topology and all paths to these destinations. This may create constraints due to the limtied BAP PATH ID space. Also, the using BAP-address matching for both, upper layer traffic and header rewriting, departs from Rel-16 behavior.

Option 3: 
· The node’s BAP address indicates traffic for upper layers (as in Rel-16).
· One other BAP address (+ any BAP PATH ID) indicates traffic to be forwarded to the other topology. 
· All other BAP addresses (+ any BAP PATH ID) indicate traffic to be forward in the same topology.
Comment: The BAP PATH ID space is used to differentiate between all destinations in the target topology and all paths to these destinations. This may create constraints due to the limtied BAP PATH ID space.

Among these three options, option 1 provides the highest degree of flexibility and requires the smallest change to Rel-16 traffic handling.
Proposal 3: For BAP-header rewriting, option 4, the match of the BAP address to indicate traffic for upper layers and BAP routing ID rewriting to be included into the routing table.
 
Conclusion
This paper discusses 1) the granularity of QoS information to be passed between CUs for boundary/descendant node traffic, 2) the signaling exchanges for the configuration of UL/DL mapping and BAP header rewriting, and 3) the traffic handling at the boundary node. The following observations and proposals have been made:
Observation 1: For boundary-node F1-U traffic, QoS info can either have granularity of BH RLC CH or F1-U tunnel. 
Observation 2: For descendent-node F1-U traffic, QoS info can only have granularity of BH RLC CH  for BAP header rewriting using BAP routing ID (option 4) is applied. 

Proposal 1: As a baseline, the F1-terminating CU to send QoS info with BH RLC CH granularity to the non-F1-terminating CU.

Proposal 2a: For the boundary and descendent node, the F1-terminating CU to send to the non-F1-terminating CU for each UL mapping to be migrated the QoS of the corresponding BH RLC CH, and the non-F1-terminating CU to return the BAP routing ID used in top-2 and the BH RLC CH ID used at the boundary node in top-2.
Proposal 2b: For the boundary and descendent node, the F1-terminating CU to send to the non-F1-terminating CU for each DL mapping to be migrated the QoS of the corresponding BH RLC CH and IP header information.

Proposal 3: For BAP-header rewriting, option 4, the match of the BAP address to indicate traffic for upper layers and BAP routing ID rewriting to be included into the routing table.
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