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The last meeting addressed many issues related to different aspects of Partial Migration including IP address allocation for the boundary node, inter-topology transport, transfer of QoS information between donor nodes, techniques to avoid avoiding descendant-node reconfiguration, etc. [1].
The following concerns need to be raised: 
· There are only a few meetings left in this WI.
· The complexity of the outstanding work is very high.
· Many of the agreements do not resolve the issues but declare them as FFS. 
· Other issues have not yet even been discussed, such as DL and UL mappings, descendant-node reconfiguration (if not avoided), and bearer establishment/release and IP address change after Partial Migration.
· Some issues, such as inter-topology transfer/bearer mapping at the boundary node and DU migration, were passed to RAN2 in the hope they could resolve them, which implies significant delay.
· While the signaling is being discussed for Partial Migration, it is still in the open for inter-donor redundancy and inter-donor RRC Reestablishment.

Based on these concerns, it is not clear how the technical matter can be resolved within the TUs available.
To reduce complexity and make faster progress, we propose the following:
· As the baseline, we assume that inter-donor migration/redundancy procedures reuse as much as possible from intra-donor migration/redundancy. This allows us to focus on the delta, i.e.,g the additional functionality necessary.
· We think across WG boundaries, and, when done, pass the outcome to the other WGs for assessment and feedback as necessary.
This paper captures these guidelines in a set of proposals for Partial Migration and inter-donor redundancy (w/o IAB-DU change). Based on these guidelines, it should be fairly easy to resolve the remaining issues. Another paper submitted to AI 13.2.3 on inter-donor transport casts light on how these guidelines are used to define inter-CU coordination and configuration for BAP-header rewriting.
This paper further discusses the minimal procedures for IAB-DU migration, Alt.1, which is in RAN3 scope.
Discussion
Partial Migration and Inter-donor Redundancy w/o DU migration
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Figure 1: Example scenarios for Partial Migration and inter-donor redundancy w/o DU migration
The following proposals aim to handle procedures for Partial Migration and inter-donor redundancy w/o DU migration. An example for these scenarios is given in Figure 1. The terminology used in the following is based on this example. 
2.1.1 	Boundary node
As the baseline for Partial Migration and inter-donor redundancy scenarios, the boundary IAB-node should apply the same traffic processing as a non-boundary IAB-node. The boundary IAB-node solely performs BAP header rewriting (option 4) as additional functionality for traffic routed between topology 1 and topology 2. This header rewriting is not necessary for access traffic terminated a the boundary node. This is captured in the following proposals:
Proposal 1a: The boundary node processes access traffic in the same manner as the non-boundary access IAB-node.
NOTE: This also applies if the boundary node uses a different BAP address for traffic in one topology than for traffic in another topology since the traffic processing does not depend on the value of the BAP address.
Proposal 1b: The boundary node performs routing and bearer mapping in the same manner as the non-boundary intermediate IAB-node.
Proposal 1c: The boundary node performs BAP header rewriting only for traffic routed on BAP layer from a BH link in one topology to a BH link in the adjacent topology.
Further, for Partial Migration and inter-donor redundancy scenarios, the protocols used for the boundary node’s configurations should be the same as for a non-boundary IAB-node. 
For RRC-based configurations, this leads to the following proposals:   
Proposal 1d: The IP addresses, BAP address, BH RLC CHs and default mapping used by the boundary node for traffic in a particular topology are assigned by the CU of that topology, and they are configured via RRC.
Obviously, a dual-connected boundary IAB-node can receive two independent parameter sets from MN and SN for their respective topologies. This follows from RAN3’s agreement that each CU handles its own topology. It leads to:
Proposal 1e: A dual-connected boundary node can receive a separate assignment of IP addresses, BAP address, BH RLC CHs and default mapping for each topology by MN and SN.

For F1AP-based configurations of the boundary node, we obtain the following proposals:
Proposal 1f: The boundary node’s UL mappings, BAP routing and bearer mapping are F1AP-configured by the F1-terminating CU. 
The F1AP-based signaling by the boundary node to the CU should also be the same for the boundary and the non-boundary node. This means that the boundary node reports the IP addresses it uses in IAB UP CONFIG UPDATE RESPONSE in the same manner as the non-boundary IAB-node:
Proposal 1g: The boundary node reports the IP addresses it uses for F1-traffic to the F1-terminating CU via F1AP in the same manner as the non-boundary IAB-node. 

The only novelty in interactions between CU and boundary node relates to the configuration of BAP-header rewriting. There are two options:
Option 1: BAP-header rewriting is configured via F1AP.
Option 2: BAP-header rewriting is configured via RRC.
In Rel-16, it was decided that all BAP-related configurations should be done via F1AP. The only exception to this rule is the configuration of the IAB-node’s BAP address and default mapping, which needs to be done via RRC to enable bootstrapping.
For BAP header rewriting, bootstrapping is not an issue. For this reason, F1AP can be used for the configuration of BAP header rewriting.
Proposal 1h: BAP-header rewriting is configured via F1AP by the F1-terminating CU. FFS in case the boundary node has two concurrent logical IAB-DUs with different CUs.

2.1.2 	Descendant-node
In absence of IAB-DU migration, the descendent nodes reside in the same topology before and after inter-donor migration and redundancy. BAP-header rewriting at the boundary node has the goal to shun the descendent nodes from inter-topology transport. Consequently, for descendent nodes, intra-donor migration and redundancy should look the same as inter-donor migration and redundancy. This implies that for descendent nodes, the same reconfigurations used for intra-donor migration and redundancy should also be applicable for inter-donor migration and redundancy.
While in Rel-17, several enhancements have been discussed related to descendent-node reconfiguration, we should establish Rel-16 descendent node reconfiguration as the baseline for inter-donor migration and redundancy.
Proposal 2a: As the baseline, descendent-node reconfiguration for inter-donor migration uses the same procedure as for Rel-16 intra-donor migration.
Proposal 2b: Any Rel-17 enhancements to descendent-node reconfigurations should be applicable to intra- and inter-donor migration as well as intra- and inter-donor redundancy.

2.1.3 	IAB-donor-CU-UP
The reconfigurations of the CU-UP via E1AP should equally apply for intra- as for inter-donor migration/redundancy.
Proposal 3: As the baseline, the same E1-based configuration is used for inter-donor migration and redundancy as for intra-donor migration and redundancy.


2.1.4 	Signalling flow
If the same node signaling messages are used for intra-donor migration/redundancy as for inter-donor migration/redundancy, it can be expected that the sequence of these signaling messages follow the same order. Obviously, inter-donor migration/redundancy requires additional messages for inter-donor coordination and configuration of BAP header rewriting.
Proposal 4a: The sequence of signaling messages used for intra-donor migration/redundancy also applies to inter-donor migration/redundancy. The signaling flow for inter-donor migration/redundancy will include additional message for inter-donor coordination and configuration of BAP header rewriting. 
Below, two examples are shown for the signaling flows of intra/inter-donor IAB-node migration. In the first example, new IP addresses are assigned to the migrating IAB-node; in the second example, IP addresses are replaced. The details on these two variants of IP-address assignment are discussed in the next following subsection. Note that in these examples, there is no BAP header rewriting since in only considers boundary-node traffic and no descendent-node traffic.
	Intra/Inter-donor IAB-node migration: New IP addresses
Blue font: Intra-donor migration
Blue and red font: Inter-donor migration (Partial Migration)
1. CU1 sends to CU2 the HO REQ, which incl. DL/UL QoS info and a request for new IP addresses. 
2. CU2 configures UL mappings, routes and BH RLC CHs in topology 2.
3. CU2 sends to CU1 the HO REQ ACK, which incl. the UL mappings for the migrating IAB-node for UP traffic in top-2 and the HO command, which includes new IP addresses and default mapping in topology 2.
4. CU1 sends to the migrating IAB-MT the HO command, which includes new IP addresses and default mapping in topology 2.
5. Migrating IAB-MT executes handover.
6. Migrating IAB-DU sends GNB-DU CONFIG UPDATE to CU1 with the outer IP address it uses for F1-C. 
7. IAB-CU1 sends to migrating IAB-DU the IAB UP CONFIG UPDATE with UL mappings obtained from CU2.
8. Migrating IAB-DU responds to CU1 with IP addresses it will use for the DL traffic.
9. CU1 sends to CU2 the IP addresses used by the migrating IAB-DU for UP traffic.
10. IAB-CU2 configures the DL mappings for these IP addresses on the new IAB-donor-DU2.



	Intra/Inter-donor IAB-node migration: IP address replacement
Blue font: Intra-donor migration
Blue and red font: Inter-donor migration (Partial Migration)
1. CU1 sends to CU2 the HO REQ, which incl. DL/UL QoS info and a request for IP address replacement together with the old IP addresses. 
2. CU2 configures UL mappings, routes and BH RLC CHs in topology 2.
3. IAB-CU2 configures the DL mappings for these IP addresses on the new IAB-donor-DU2.
4. CU2 sends to CU1 the HO REQ ACK, which incl. the UL mappings for the migrating IAB-node for UP traffic in top-2 and the HO command, which includes the replacement of IP addresses and default mapping in topology 2.
5. CU1 sends to the migrating IAB-MT the HO command, which includes the replacement of IP addresses and default mapping in topology 2.
6. Migrating IAB-MT executes handover.
7. Migrating IAB-DU sends GNB-DU CONFIG UPDATE to CU1 with the outer IP address it uses for F1-C. 
8. IAB-CU1 sends to migrating IAB-DU the IAB UP CONFIG UPDATE with UL mappings obtained from CU2.



2.1.5 	IP address assignment
For intra-donor migration/redundancy, two variants of IP address assignment are supported:
· Variant 1: Adding/removing IP addresses
· The CU assigns (sets of) new IP addresses for each usage to the migrating/descendent IAB-node.
· From these (sets of) IP addresses, the migrating/descendent IAB-DU selects a specific IP address for each non-UP traffic type and for each F1-U tunnel for UP traffic type. It reports this selection in IAB UP CONFIG UPDATE to CU.
· Based on the IAB-DU’s selection, the CU configures the DL mappings on the new IAB-donor-DU.
· Variant 2: Replacing IP addresses
· The CU replaces (set of) IP addresses on the migrating/descendent IAB-node.
· The CU configures DL mappings for the replaced IP addresses.

Variant 1 allows IP multi-homing which has benefits for redundancy scenarios. Variant 2 reduces the TNL migration procedure, which has benefits for IAB-node migration scenarios.
For inter-donor redundancy, variant 1 must be available to support load balancing. 
For inter-donor migration, variant 2 can significantly reduce the interruption time since CU1 can pass the old IP addresses to be replaced together with the QoS information of the associated traffic. This allows CU2 to select the replacement IP addresses and immediately configure the corresponding DL mapping on IAB-donor-DU2. Example flows are shown in the subsection above.
Variant 2 is also needed for both, inter-donor migration and redundancy, in case CU2 needs to change the IAB-donor-DU.
For these reasons, both variants should also be supported for inter-donor migration/redundancy.
Proposal 5a: For inter-donor migration/redundancy, IP address replacement and IP address addition/removal to be supported.

For this purpose, the following Xn signaling exchanges need to be supported:
· For IP address replacement, CU1 passes the old IP addresses to CU2, and CU2 returns the replacement addresses. 
· For IP address addition, CU1 passes a request for new IP addresses to CU2, and CU2 returns the new IP sets of IP addresses. 
· For IP address release, CU1 passes information related to the IP addresses to be released which CU2 will confirm.

For IP address replacement, CU1 should be able to include QoS info together with the old IP addresses so that CU2 can immediately configure the DL mapping based on the replacement addresses.
Proposal 5b: For IP address replacement, the F1-terminating CU to pass the old IP addresses together with all necessary QoS info so that the non-F1-terminating CU can configure the DL mapping based on the replacement addresses and this QoS info.

For IP address replacement, CU2 may proactively replace addresses at a later time, e.g., in case it changes IAB-donor-DU2. For the boundary node, CU2 itself can apply these changes via RRC. For the descendent nodes, which only have RRC connection via CU1, CU2 needs to be able to proactively pass replacement addresses to CU1.
Proposal 5c: For IP address replacement, the non-F1-terminating CU can proactively send replacement addresses to the F1-terminating CU at any time after migration.

2.1.6 	Avoiding descendant-node reconfiguration
The last meeting discussed solutions to avoid reconfiguration of descendent nodes for Partial Migration. 
The expected benefits are:
· Reduction of service interruption associated with descendant node reconfiguration, and
· Reduction of signaling overhead related to descendant node reconfiguration.
Other enhancements, that aim for the same benefits, are presently discussed in AI 13.2.2. Avoiding descendant-node reconfiguration should therefore be included in this discussion. The discussion should further address both, intra- and inter-donor migration.

IAB-DU Migration
In the last meeting, RAN3 discussed two alternatives for IAB-DU migration. In both alternatives, the IAB-node holds two logical IAB-DUs, which connect to separate CUs. The alternatives are:
- Alt1: the two logical DUs use separate physical cell resources
- Alt2: the two logical DUs use the same physical cell resources
According to the LS sent by RAN3 to RAN2 [3], it is RAN3’s understanding that Alt1 can be supported using the legacy Xn handover procedure:
	For Alt1, RAN3 understands that the UEs can be smoothly handed over from a cell of one logical DU to a cell of the other logical DU via the legacy handover procedure. During the handover procedure, both cells from each logical DU should be active, since some UEs are already handed over to the target cell, while other UEs have not started the handover yet.


Based on this understanding, IAB-DU migration can be conducted in a straightforward manner using the following three high-level steps:
Step 1. Logical IAB-DU2 establishes F1-C with the target CU.
Step 2. The source CU hands over UEs to the target CU.
Step 3. Logical IAB-DU1 or source CU1 removes F1-C.
Defining a procedure that enables sequential execution of these three steps is in RAN3 scope. This procedure can be initiated either by the IAB-node, the source CU, or the target CU.

IAB-node initiates IAB-DU migration
In this case, IAB-DU migration can be handled via implementation, i.e., without new signaling. RAN3 may therefore only provide a stage-2 description:
Step 1: The IAB-node initiates the F1 setup between the logical IAB-DU2 and the target CU. The target CU activates the cells of the logical IAB-DU2.
Step 2: When the cells of logical IAB-DU2 have been activated, the IAB-node may lower the SSB signal strength on the cells of logical IAB-DU1 to trigger measurement events on the UEs attached. The UEs will include the cells of logical IAB-DU2 in their measurement report (or other cells with even better signal strength). Based on these reports, the source CU will conduct UE handover. 
Step 3: When the logical IAB-DU1 has not further UEs connected, it removes F1-C with the source CU.
	 

Source or target CU initiate IAB-DU migration
In these scenarios, the source or target CU sends an indicator to the IAB-node to start the IAB-DU migration procedure described above.

RAN3 should specify the above stage-2 procedure for IAB-node-controlled IAB-DU migration, Alt-1, as baseline. The CU-based procedure may be considered as enhancement.

Proposal 6a: RAN3 to consider procedures for IAB-DU migration, Alt1, that require no or only minimal signalling enhancements. 

Proposal 6b: RAN3 to define stage-2 procedure for IAB-node-initiated IAB-DU migration, Alt-1.

Conclusion
This paper discussed baseline principals for traffic processing, node configurations and signaling flow for Partial and inter-donor redundancy. It also discussed the minimum procedure for IAB-DU migration, Alt.1. The following observation and proposals have been made:
Proposal 1a: The boundary node processes access traffic in the same manner as the non-boundary access IAB-node.
Proposal 1b: The boundary node performs routing and bearer mapping in the same manner as the non-boundary intermediate IAB-node.
Proposal 1c: The boundary node performs BAP header rewriting only for traffic routed on BAP layer from a BH link in one topology to a BH link in the adjacent topology.
Proposal 1d: The IP addresses, BAP address, BH RLC CHs and default mapping used by the boundary node for traffic in a particular topology are assigned by the CU of that topology, and they are configured via RRC.
Proposal 1e: A dual-connected boundary node can receive a separate assignment of IP addresses, BAP address, BH RLC CHs and default mapping for each topology by MN and SN.
Proposal 1f: The boundary node’s UL mappings, BAP routing and bearer mapping are F1AP-configured by the F1-terminating CU. 
Proposal 1g: The boundary node reports the IP addresses it uses for F1-traffic to the F1-terminating CU via F1AP in the same manner as the non-boundary IAB-node. 
Proposal 1h: BAP-header rewriting is configured via F1AP by the F1-terminating CU. FFS in case the boundary node has two concurrent logical IAB-DUs with different CUs.

Proposal 2a: As the baseline, descendent-node reconfiguration for inter-donor migration uses the same procedure as for Rel-16 intra-donor migration.
Proposal 2b: Any Rel-17 enhancements to descendent-node reconfigurations should be applicable to intra- and inter-donor migration as well as intra- and inter-donor redundancy.

Proposal 3: As the baseline, the same E1-based configuration is used for inter-donor migration and redundancy as for intra-donor migration and redundancy.

Proposal 4: The sequence of signaling messages used for intra-donor migration/redundancy also applies to inter-donor migration/redundancy. The signaling flow for inter-donor migration/redundancy will include additional message for inter-donor coordination and configuration of BAP header rewriting. 

Proposal 5a: For inter-donor migration/redundancy, IP address replacement and IP address addition/removal to be supported.
Proposal 5b: For IP address replacement, the F1-terminating CU to pass the old IP addresses together with all necessary QoS info so that the non-F1-terminating CU can configure the DL mapping based on the replacement addresses and this QoS info.
Proposal 5c: For IP address replacement, the non-F1-terminating CU can proactively send replacement addresses to the F1-terminating CU at any time after migration.

Proposal 6a: RAN3 to consider procedures for IAB-DU migration, Alt1, that require no or only minimal signalling enhancements. 
Proposal 6b: RAN3 to define stage-2 procedure for IAB-node-initiated IAB-DU migration, Alt-1.
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