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1  Introduction

In last RAN3 meeting, the following terminologies and definitions for the inter-donor IAB migration have been agreed [1]. The stage-2 procedure for the partial migration has been captured in the BL CR [2], and some issues (service interruption reduction, the support of two logical IAB-DUs, F1 setup procedures, cell switching, signalling storm, etc.) have been identified to determine whether it is necessary to support full migration.
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In this contribution, we will continue to discuss from the following aspects, including the inter-donor migration, the inter-donor RLF recovery, and CHO in IAB, and then provide our opinions. 
2  Discussion
2.1 Partial migration

[image: image2.emf] 


Figure 1. Example for inter-donor partial migration
2.1.1  IP address assignment of boundary IAB node

The IP address assignment for the boundary node during the inter-donor IAB migration has been discussed in last RAN3 meeting, and the following agreements has been agreed:

[image: image3]
Apparently, there are some remaining issues regarding the IP address assignment. The following two cases of different IPsec modes are considered separately in the following part to address the FFS part.

Case 1, IPsec transport mode is used to protect the F1 interface between IAB-DU and IAB-donor-CU.
Case 2, IPsec tunnel mode is used to protect F1 interface between IAB-DU and the IAB-donor-CU.
In fact, the issues related to the IP address(es) update are applicable for both the boundary IAB node and the descendant IAB-nodes, so the IAB node in this section can be either the boundary node or some descendant IAB node.
Issue 1. Providing new IP address(es) of IAB node to the source donor CU.

RAN3 has agreed that “The new IP address(es) should be explicitly provided to the source donor CU for IPSec transport mode”, and there are some FFS issues for the signalling design, and the IPsec tunnel mode.

For case 1, if the IPsec transport mode is used, after the IAB-DU obtaining its new IP address(es) to be used for the new routing path, the source IAB-donor-CU should be aware of such new IP address(es) used for F1-C and F1-U traffic just as agreed in last meeting. Such awareness is necessary because the source IAB-donor-CU should update the SCTP association for carrying the F1-C messages, it also should update the DL F1-U GTP tunnel endpoint using the new IP address of IAB-DU. Obviously, there are existing procedures to achieve such purposes. For the updating of IP address(es) used for F1-C, the existing gNB-DU configuration update procedure is enough, while for the updating of IP address(es) used for F1-U, it is enough to use either the UE context modification procedure or the IAB UP configuration update.  
Observation 1: If the IPsec transport mode is used, the existing procedures (e.g. gNB-DU Configuration Update, UE Context Modification, IAB UP Configuration Update, etc.) are enough to inform the IAB-node’s new IP address(es) to the source CU. 

For case 2, if the IPsec tunnel mode is used, it is worth to clarify that the new IP address(es) obtained from the target IAB donor CU is the outer IP address, while how to obtaining the inner IP address(es) is out of 3GPP scope, which is same as principle of IAB IP address allocation in Release 16. For the purpose of updating the SCTP association(s) for F1-C traffic, and the information of the F1-U tunnels endpoint, the updated IP address(es) is(are) the inner IP address, therefore, just same case 1, the existing procedures are enough for the inner IP address update at the IAB-donor CU side. 
In R16, the outer IP address should be known by the IAB-donor-CU because of the configuration of DL IP-to-BAP mapping at the IAB-donor-DU is provided by the IAB-donor-CU, and the IP address used in the IP header information is the outer IP address. Similarly, for the partial migration scenario, the outer IP address(es) of the IAB node is useful for the DL IP-to-BAP mapping configuration at the target IAB-donor-DU, but such mapping configuration is managed by the target donor CU, which is responsible for providing the new outer IP address(es) to the node via the source CU. In such scenario, the outer IP address(es) of the IAB-node will not even be seen by the source donor CU. Consequently, it seems not necessary for the source donor CU to know the updated outer IP address(es) of the IAB-node.
Observation 2a: If IPsec tunnel mode is used, the source CU does not need to know the new outer IP address(es) allocated to the IAB node, which is used by target CU to configure the DL IP-to-BAP mapping at the IAB-donor-DU 

Observation 2b: If IPsec tunnel mode is used, the existing procedures (e.g. gNB-DU Configuration Update, UE Context Modification, IAB UP Configuration Update, etc.) are enough to inform the IAB-node’s new inner IP address(es) to the source CU if necessary.
Proposal 1: During the partial migration, use the existing procedures (e.g. gNB-DU Configuration Update, UE Context Modification, IAB UP Configuration Update, etc. ) to inform the IAB-node’s new IP address(es) to the source CU if necessary. The mentioned IP address(es) is the inner IP address(es) if the IPsec tunnel mode is used.
Issue 2. Coupling of IP addresses used in the CU1 network and in the CU2 network.

Based on our understanding, the only motivation for the coupling of IP address(es) used in two CU’s network is for the signalling efficient update of F1-U tunnels endpoint information after the IAB-node migration. However, it is worth noting that, the IAB UP configuration update procedure which is introduced in R16 IAB, is for same purpose, this procedure allows the CU update all the F1-U tunnels corresponding to an old IP address to a new one simultaneously with only one signalling. So the existing procedure is efficient enough for achieving the coupling.
Proposal 2: No new signalling will be introduced in R17 for the coupling of IP address(es) used in two CU’s networks (i.e. reusing the IAB UP configuration update procedure is sufficient).
Issue 3. Updating of source CU’s IP address  

In last meeting, some companies has proposed that the source CU’s IP address also need to be updated after the IAB-node performs partial migration. But the motivation for such updating is not clear enough from our view, because the CU’s IP address is not anchored at the donor DU, and it does not need to be changed after the IAB topology update. In RAN3-112e meeting, RAN3 has agreed that “The CU’s outer IP address can be configured via OAM (no change with respect to Rel-16)”, thus, even if the CU will use new IP address via the new routing path after the partial migration, the existing method, i.e. OAM based configuration is enough to provide such updated CU’s IP address(es) to the IAB-node.  
Proposal 3: The IP address of source donor CU can be configured by OAM to the IAB-node without spec impact, if updated in some cases.
2.1.2 Impact to the descendant nodes

In last RAN3 meeting, some companies proposed that the principle for the inter-donor migration should ensure that there is no impact to the descendant nodes of the migrating IAB node. We can understand the motivation of such proposal is to avoid the impact to the descendant IAB nodes as much as possible. 
However, the network cannot always ensure that the QoS provided by the target donor CU’s topology (consists of ancestor nodes of boundary IAB node in target topology) is same as the source donor CU’s topology (consists of ancestor nodes of boundary IAB node in source topology). If the QoS provision at the target CU’s topology (e.g. the blue network between the IAB3-MT and the target IAB-donor-DU in Figure 1-b) after the migration of the boundary IAB-MT, is different from the QoS provided by the source CU’s topology (e.d. the green network between the IAB3-MT and the source IAB-donor-DU in Figure 1-a), the QoS division and BH RLC CH configuration have to be re-configured for the BH links involve the descendant nodes. Otherwise, the QoS requirement of UE’s traffic may not be guaranteed after the partial migration. 
Therefore, the zero reconfiguration to descendant nodes during partial migration is not always possible, and descendant nodes can be (re)configured for F1 transport path migration during partial migration should be taken as baseline.
Observation 3: In case target topology cannot provide the same QoS provision as the source topology (e.g. more hops between boundary node and target donor CU), the QoS division and BH RLC configuration have to be reconfigured at the decedent nodes, to ensure the E2E QoS requirement. 

Proposal 4: Zero reconfiguration to descendant nodes during partial migration is not always possible. As baseline, descendant nodes can be (re)configured for F1 transport path migration during partial migration.
2.2 Full migration
About the full migration, a lot of issues has been identified in last RAN3 meeting, including the service interruption reduction, the support of two logical IAB-DUs, F1 setup procedures, cell switching, signalling storm, etc. And two implementation alternatives has been proposed for the two logical DUs in a same IAB node, just as stated in the following agreements.
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Considering that the how to include the two logical DUs in a same IAB node may have impact on other WGs (RAN1/2/4), RAN3 has sent LS (R3-212981) to these WGs to seek for some input about impact analysis of the two alternatives. Since how to support the two logical DUs in one IAB node is the fundamental issues for supporting the full migration, RAN3 should wait response from these WGs before proceeding the discussion related to the full migration.
Proposal 5: RAN3 postpone the full migration discussion, until the reply LS (on two logical DU) is received from other WGs.
On the other hand, regarding to the two logical DUs, there are also a lot of other critical issues (as listed in the rest part of section 2.2) to be addressed before RAN3 agree to support the full migration. 
Issue 1. How should the BAP layer at boundary IAB-MT apply the F1AP configurations received from two CU via two logical DUs? The two logical DUs in a same IAB node will establish F1 interface to corresponding donor CUs separately, and the two F1 connections need to be maintained at the same time over a period of time. The two logical DUs can obtain BAP configurations (e.g. routing configuration, BH RLC CH mapping configurations) separately via F1AP messages from two CUs. Since the BAP layer in IAB-MT part also need to apply the configurations provided by the F1AP messages since R16, it is unclear how the IAB-MT’s BAP layer should apply the two sets of the BAP related configurations received from two donor CUs via the two collocated logical DUs.
Issue 2: How should the BAP entity at the boundary IAB-MT differentiate the DL traffic to source and target logical DU? Since the two logical DUs can maintain their F1 interface to two different CUs simultaneously, if the boundary IAB-MT receives a DL BAP PDUs which contains the boundary IAB node’s BAP address, and the corresponding BAP SDU should be delivered to the upper layer of the IAB-MT’s BAP layer, the BAP entity at the boundary IAB-MT should be aware of which logical DU the BAP SDU to be delivered to. It is still unclear how the BAP entity at the boundary IAB-MT differentiate the DL traffic to two different logical DUs. 

Issue 3: How does the target IAB-DU setup a new F1 connection with target donor-CU via the source path? More specifically, this issue includes the following: 1) When and how to trigger the new F1 connection establishment, as well as the TNL association setup. 2) What’s the BAP configuration to be used for these messages routing over the source path, etc. 
Issue 4: In Alt.2, when does the boundary IAB-DU switch from the source CU configuration to the target CU configuration (e.g. how to ensure all the required HO commands are sent before switching)? After new F1 connection establishment, when to switch the IAB-DU’s cells to be the cell of target donor also needs to be discussed. If the IAB-DU cell switching is before the handover of all the child IAB-MTs and UEs, this will cause that the child IAB-MTs and UEs cannot continue to keep synchronization with their serving cell, and the service will be interrupted. Therefore, all the HO commands for the UEs and child IAB-nodes should be sent before the parent IAB-DU switching. 
Issue 5: In Alt.2, since child MTs/UEs of the boundary node receive the HO command before boundary IAB-DU switching (i.e. target RACH configuration is not ready yet), child MTs/UEs is not able to perform RA to the target cell of the target logical DU. This issue is related to the previous issue 4. If the IAB-DU cell switching is later than the receiving of handover command for child IAB-MTs and UEs, the handover of some UEs and child IAB-MTs will fail due to that the target cell is not activated yet, e.g. target RACH configuration of the target cell is not ready yet.
Issue 6: The signalling storm issue, due to numerous HO commands and UE context related signalling for all the descendant MTs/UEs. To support full migration, it is inevitable for all descendant IAB-nodes and UEs to handover from source donor-CU to target donor-CU. This involves the context transfer of the child IAB-nodes and UEs, as well as the update of their security key via HO commands, so it will bring additional impacts on them with the cause that large amount of signalling should be exchanged via the Xn interface, the F1 interfaces, and the radio interfaces. 
Issue 7: How to reduce the service interruption due to the complicated full migration procedure? The UEs in the partial migration scenario will not be aware of the handover, but in the full migration scenario, all the UEs should perform handover, considering the logical DU’s switching delay in Alt 2 and the F1 setup procedures of all the involved IAB-nodes (including the migrating IAB node and all its descendant IAB-nodes), the service interruption of UE is un-negligible. 
Issue 8: How to support the full migration if some of descendant nodes are R16 IAB-nodes (not supporting two logical DU)? The IAB network should be backward compatible, so it is possible that some descendant nodes of the migrating IAB nodes are Rel-16 IAB nodes, which do not support the two logical DUs in a same IAB-node. Then, a critical problem for supporting the full migration, is that how can these legacy IAB-nodes and UEs/child IAB-nodes served by these legacy IAB-nodes perform full migration together with the migrating IAB node.   
Proposal 6: Following critical issues need to be addressed before RAN3 agree to support the full migration, even if there is no concern from other WGs:
· Issue 1. How should the BAP layer at boundary IAB-MT apply the F1AP configurations received from two CU via two logical DUs?
· Issue 2: How should the BAP entity at the boundary IAB-MT differentiate the DL traffic to source and target logical DU?
· Issue 3: How does the target IAB-DU setup a new F1 connection with target donor-CU via the source path?
· Issue 4: In Alt.2, when does the boundary IAB-DU switch from the source CU configuration to the target CU configuration (e.g. how to ensure all the required HO commands are sent before switching)? 
· Issue 5: In Alt.2, since child MTs/UEs of the boundary node receive the HO command before boundary IAB-DU switching (i.e. target RACH configuration is not ready yet upon receiving the HO command), child MTs/UEs is not able to perform RA to the target cell of the target logical DU.
· Issue 6: The signalling storm issue, due to numerous HO commands and UE context related signalling for all the descendant MTs/UEs.
· Issue 7: How to reduce the service interruption due to the complicated full migration procedure?
· Issue 8: How to support the full migration if some of descendant nodes are R16 IAB-nodes (not supporting two logical DU)?
2.3  CHO
In RAN3#111e meeting, we have the following agreements about the CHO: Rel-16 CHO is supported for INTRA-donor migration of IAB-MT, FFS whether the descendant nodes and UEs receive RRC reconfiguration messages before migrating IAB node connects to target path. Besides, the inter-donor CHO is also agreed to be supported at the boundary IAB node based on the agreement in RAN3-112e meeting: For inter-donor IAB topology adaptation, Rel-16 CHO is applied as is, and it is applied to the boundary IAB node. 
After a top-level IAB node performing CHO, how to deal with its descendant IAB nodes/UEs needs further discussion, especially when the link quality between this IAB node and its descendant IAB nodes/UEs is still good. 

For the intra-donor CHO case, since IAB-donor-CU does not change, the descendant IAB nodes/UEs will not feel that the cell it is accessing has changed due to the unchanged PCI and CGI of the cell, and only need to update the corresponding target configuration to continue service. For example the descendant IAB nodes may need to perform TNL migration and redirect all the F1-C and F1-U traffic to the target path, this will relies on some configuration (e.g. new TNL address, new default BAP configuration, etc.) obtained from the IAB-donor CU. To reduce the service interruption, one of the simplest way is to (pre)configure these target configurations to the descendant IAB nodes, which will be applied after their top-level IAB node’s CHO execution. 

For the inter-donor CHO case, if the partial migration of the boundary IAB-node is considered, the impact to the descendant IAB nodes and UEs are almost same as the intra-donor CHO case, since the connected donor CU is still the source CU for these descendant IAB nodes and UEs. So, similarly, some pre-configuration to the descendant IAB-nodes will also be beneficial for service interruption reduction. Now that the full migration has not been agreed even for normal HO case, it is also not considered for CHO here at current stage.
Proposal 7: To reduce the service interruption, the target configurations are (pre)configured to the descendant IAB nodes, which will be applied after their top-level IAB node’s CHO execution. 
2.4 Inter-donor RLF recovery

In RAN3-111e meeting, it has been agreed that “when the IAB-node performs RLF recovery via RRC reestablishment at a new IAB-donor-CU, ongoing F1 transport connections of the IAB-node and its descendent nodes with the original donor may be retained and rerouted via the recovered path”.
For inter-donor RLF recovery, whether IAB-DU migration/recovery is supported also needs to be discussed. Obviously, the IAB-DU migration/recovery at new donor for RLF recovery will face the same issues as discussed for the full migration in the inter-donor migration case. 
Observation 4: For an IAB-node recovered at a new IAB donor, the IAB-DU migration/recovery at new donor will face same issues listed in Proposal 6.
Therefore, we suggests to support that the IAB-MT perform RRC re-establishment at a new IAB-donor while the collocated IAB-DU and descendant nodes still maintains connection with the original IAB donor via the recovered path as the baseline procedure for inter-donor RLF recovery in R17. As shown in the following figure, we give an example of the inter-donor-CU RLF recovery procedure. 
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Figure 4  Inter-donor RLF recovery procedure
1. The IAB-MT of the IAB node declares BH RLF. 

2. The IAB-MT undergoing recovery performs Random Access towards a new patent IAB-DU.

3. The IAB-MT undergoing recovery sends RRCReestablishmentRequest to the new parent IAB-DU.

4. The new parent IAB-DU sends INITIAL UL RRC MESSAGE to the new IAB-donor-CU to convey the received RRCReestablishmentRequest message. 

5. The new IAB-donor-CU retrieves the UE Context for the IAB-MT undergoing recovery, through the Retrieve UE Context procedure in the Xn interface.

6. The new IAB-donor-CU sends DL RRC MESSAGE TRANSFER message to the new parent IAB-DU to convey the generated RRCReconfiguration message. 

7. The new parent IAB-DU sends RRCReestablishment to the IAB-MT undergoing recovery.
8. The IAB-MT undergoing recovery sends RRCReestablishmentComplete to the new parent IAB-DU.

9. The new parent IAB-DU sends UL RRC MESSAGE TRANSFER message to the new IAB-donor-CU to covey the received RRCReestablishmentComplete message.
10. The new IAB-donor-CU provides updated BH related configuration to the nodes on the recovery path (e.g. the new parent IAB node, intermediate hop IAB-nodes on the new path, the new IAB-donor-DU, etc.), which includes the routing and BH RLC channel mapping configurations related to the IAB-node undergoing recovery. 

11. The F1-C connection with initial IAB-donor-CU is switched to use the new TNL address(es) of the IAB-node undergoing recovery. The initial IAB-donor-CU updates the UL BH information associated to each GTP-tunnel to the IAB-node undergoing recovery. This step may also update UL FTEID and DL FTEID associated to each GTP-tunnel. All F1-U tunnels are switched to use the new TNL address(es) of the IAB-node undergoing recovery. The initial IAB-donor-CU may also update the UL BH information associated with non-UP traffic. 
12. The initial IAB-donor-CU releases BH RLC channels and BAP-sublayer routing entries on the initial path between initial parent IAB-node and initial IAB-donor-DU.
The TP for TS38.401 to capture this procedure is shown in the Annex part.

For the inter-donor recovery procedure, it is worth noting that the IP address of the recovery IAB-node also need to be updated since it connects to a new IAB-donor-DU after recovery, so the information about the IP address request for the recovery IAB node also need to be provided from the initial donor CU to the new donor CU, just similar to the inter-donor partial migration case. Considering that there is no Handover preparation procedure but just context fetch procedure in the Xn interface for RLF recovery case, such information can be carried in the RRC container and be transferred via the Xn UE context fetch procedure for the, and then the new IP address(es) may be provided from the new donor CU to the recovery IAB-node directly. 
Proposal 8: For the inter-donor RLF recovery scenario, information about IP address(es) requested by the recovering IAB node is included in the RRC container and transferred via the Xn context fetch procedure from the initial donor CU to new donor CU.
3  Conclusion

This paper mainly discusses the procedures for the inter-donor migration, then we provide the following observations and proposals:
Observation 1: If the IPsec transport mode is used, the existing procedures (e.g. gNB-DU Configuration Update, UE Context Modification, IAB UP Configuration Update, etc.) are enough to inform the IAB-node’s new IP address(es) to the source CU. 

Observation 2a: If IPsec tunnel mode is used, the source CU does not need to know the new outer IP address(es) allocated to the IAB node, which is used by target CU to configure the DL IP-to-BAP mapping at the IAB-donor-DU 

Observation 2b: If IPsec tunnel mode is used, the existing procedures (e.g. gNB-DU Configuration Update, UE Context Modification, IAB UP Configuration Update, etc.) are enough to inform the IAB-node’s new inner IP address(es) to the source CU if necessary.
Observation 3: In case target topology cannot provide the same QoS provision as the source topology (e.g. more hops between boundary node and target donor CU), the QoS division and BH RLC configuration have to be reconfigured at the decedent nodes, to ensure the E2E QoS requirement. 

Observation 4: For an IAB-node recovered at a new IAB donor, the IAB-DU migration/recovery at new donor will face same issues listed in Proposal 6.
Proposal 1: During the partial migration, use the existing procedures (e.g. gNB-DU Configuration Update, UE Context Modification, IAB UP Configuration Update, etc. ) to inform the IAB-node’s new IP address(es) to the source CU if necessary. The mentioned IP address(es) is the inner IP address(es) if the IPsec tunnel mode is used.
Proposal 2: No new signalling will be introduced in R17 for the coupling of IP address(es) used in two CU’s networks (i.e. reusing the IAB UP configuration update procedure is sufficient).
Proposal 3: The IP address of source donor CU can be configured by OAM to the IAB-node without spec impact, if updated in some cases.

Proposal 4a: Zero reconfiguration to descendant nodes during partial migration is not always possible. As baseline, descendant nodes can be (re)configured for F1 transport path migration during partial migration.
Proposal 5: RAN3 postpone the full migration discussion, until the reply LS (on two logical DU) is received from other WGs.
Proposal 6: Following critical issues need to be addressed before RAN3 agree to support the full migration, even if there is no concern from other WGs:
· Issue 1. How should the BAP layer at boundary IAB-MT apply the F1AP configurations received from two CU via two logical DUs?
· Issue 2: How should the BAP entity at the boundary IAB-MT differentiate the DL traffic to source and target logical DU?
· Issue 3: How does the target IAB-DU setup a new F1 connection with target donor-CU via the source path?
· Issue 4: In Alt.2, when does the boundary IAB-DU switch from the source CU configuration to the target CU configuration (e.g. how to ensure all the required HO commands are sent before switching)? 
· Issue 5: In Alt.2, since child MTs/UEs of the boundary node receive the HO command before boundary IAB-DU switching (i.e. target RACH configuration is not ready yet upon receiving the HO command), child MTs/UEs is not able to perform RA to the target cell of the target logical DU.
· Issue 6: The signalling storm issue, due to numerous HO commands and UE context related signalling for all the descendant MTs/UEs.
· Issue 7: How to reduce the service interruption due to the complicated full migration procedure?
· Issue 8: How to support the full migration if some of descendant nodes are R16 IAB-nodes (not supporting two logical DU)?
Proposal 7: To reduce the service interruption, the target configurations are (pre)configured to the descendant IAB nodes, which will be applied after their top-level IAB node’s CHO execution.
Proposal 8: For the inter-donor RLF recovery scenario, information about IP address(es) requested by the recovering IAB node is included in the RRC container and transferred via the Xn context fetch procedure from the initial donor CU to new donor CU.
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Annex: Text Proposal for TS 38.401

START OF CHANGE
8.x.y
Inter-CU Backhaul RLF recovery for single connected IAB-node 
The inter-CU backhaul RLF recovery procedure for single connected IAB-nodes enables recovery of an IAB-node to another parent node underneath different IAB-donor-CU, when the IAB-MT declares a backhaul RLF.
Figure 8.x.y-1 shows an example of the BH RLF recovery procedure for a single connected IAB-node. In this example, the IAB-node changes from its initial parent node to a new parent node, where the new parent node is served by an IAB-donor-CU different than the one serving its initial parent node.  
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Figure 8.x.y-1: IAB inter-CU backhaul RLF recovery procedure for an IAB-node 
1. The IAB-MT of the IAB node declares BH RLF. 

2. The IAB-MT undergoing recovery performs Random Access towards a new patent IAB-DU.

3. The IAB-MT undergoing recovery sends RRCReestablishmentRequest to the new parent IAB-DU.

4. The new parent IAB-DU sends INITIAL UL RRC MESSAGE to the new IAB-donor-CU to convey the received RRCReestablishmentRequest message. 

5. The new IAB-donor-CU retrieves the UE Context for the IAB-MT undergoing recovery, through the Retrieve UE Context procedure in the Xn interface.

6. The new IAB-donor-CU sends DL RRC MESSAGE TRANSFER message to the new parent IAB-DU to convey the generated RRCReconfiguration message. 

7. The new parent IAB-DU sends RRCReestablishment to the IAB-MT undergoing recovery.
8. The IAB-MT undergoing recovery sends RRCReestablishmentComplete to the new parent IAB-DU.

9. The new parent IAB-DU sends UL RRC MESSAGE TRANSFER message to the new IAB-donor-CU to covey the received RRCReestablishmentComplete message.
10. The new IAB-donor-CU provides updated BH related configuration to the nodes on the recovery path (e.g. the new parent IAB node, intermediate hop IAB-nodes on the new path, the new IAB-donor-DU, etc.), which includes the routing and BH RLC channel mapping configurations related to the IAB-node undergoing recovery. 

11. The F1-C connection with initial IAB-donor-CU is switched to use the new TNL address(es) of the IAB-node undergoing recovery. The initial IAB-donor-CU updates the UL BH information associated to each GTP-tunnel to the IAB-node undergoing recovery. This step may also update UL FTEID and DL FTEID associated to each GTP-tunnel. All F1-U tunnels are switched to use the new TNL address(es) of the IAB-node undergoing recovery. The initial IAB-donor-CU may also update the UL BH information associated with non-UP traffic. 
12. The initial IAB-donor-CU releases BH RLC channels and BAP-sublayer routing entries on the initial path between initial parent IAB-node and initial IAB-donor-DU.
END OF CHANGE
- Boundary IAB node: IAB-node, whose IAB-DU is terminated to a different IAB-donor-CU than a parent DU


- Partial Migration: the boundary IAB-MT is migrated to the 2nd IAB-donor-CU, while the boundary IAB-DU and descendant IAB node(s) (if any) are terminated to the 1st IAB-donor-CU.


- Full Migration: the boundary IAB node and the descendant IAB node(s) (if any) are migrated (both RRC and F1 connection) to the 2nd IAB-donor-CU from 1st IAB-donor-CU. 





For IP address assignment of boundary IAB node (outer IP address assignment for IPSec tunnel mode) during inter-donor migration (regardless of Partial migration or Full migration)


- IP address request via RRC container relies on RAN2 inputs


- The new IP address(es) should be explicitly provided to the source donor CU for IPSec transport mode (non-IPSec case FFS). 


-- FFS on which signaling is used (Handover Request ACK message vs. GNB-DU CONFIGURATION UPDATE message)


-- FFS on whether it is applied for IPSec tunnel mode 


- FFS on providing the coupling of IP addresses used in the CU1 network and in the CU2 network


- FFS on updating IP address of source IAB donor CU





The following two implementation alternatives, which involve two logical IAB-DUs at the boundary IAB node, are to be further discussed in the scope of Full Migration:


- Alt1: the two logical DUs use separate physical cell resources


- Alt2: the two logical DUs use the same physical cell resources
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!@@@Chart-generator later than 5.0����ÿ»�#This is the default signalling chart.
#Edit and press F2 to see the result.
#You can change the default chart

hscale=0.78;
defstyle z2 [text.font.face="Arial", text.size.normal=12,arrow.size=tiny,arrow.endtype=solid, vspacing=3];
defstyle z1 [text.font.face="Arial", text.size.normal=12,text.color="green-26%",arrow.color="green-26%",arrow.size=tiny,arrow.endtype=solid, vspacing=1, line.type=dashed,line.width=1, line.color="green-26%"];
defstyle z3 [text.font.face="Arial", text.size.normal=12,text.bold=yes];
defstyle z4 [text.font.face="Arial", text.size.normal=12];
u:UE[z3];
mi:Recovery\nIAB-node[z3];
gsp:Initial Path[z3]{
sp:Initial Parent\nIAB-node[z3];
si:Intermediate hop\nIAB-node on\nthe initial path[z3];
sd:Initial IAB- \ndonor-DU[z3];
};
sidc: Initial IAB-\ndonor-CU[z3];

gtp:Recovery Path[z3]{
tp:New Parent\nIAB-node[z3];
ti:Intermediate hop\nIAB-node on\nthe new path[z3];
td:New IAB-\ndonor-DU[z3];
};
tidc:New IAB-\ndonor-CU[z3];


u<-mi<-sp<-si<-sd<-sidc: Downlink user data[z1];
u->mi->sp->si->sd->sidc: Uplink user data[z1];
mi--mi:1.Determination of BH \nRLF on initial path[text.font.face="Arial", text.size.normal=12];
mi<->tp:2.Random Access Procedure[z4];
mi->tp:3. RRCReestablishmentRequest[z4];
tp->tidc:4. INITIAL UL RRC MESSAGE\n(RRCReestablishmentRequest)[z4];
tidc<->sidc:5. Xn Retrieve UE Context Procedure[z4];
tidc->tp:6. DL RRC MESSAGE TRANSFER\n(RRCReestablishment)[z4];
tp->mi:7. RRCReestablishment[z4];
mi->tp:8. RRCReestablishmentComplete[z4];
tp->tidc:9. UL RRC MESSAGE TRANSFER\n(RRCReestablishmentComplete)[z4];
tp--tidc:10. Configuration of BH channel, BAP route and mapping rules \nalong new path between recovery IAB-node and new IAB-donor-DU \nvia new parent IAB-node[text.font.face="Arial", text.size.normal=12];
mi--td:11. Redirection of recovery IAB-node-DU's F1 association to new TNL address(es), including F1-C and F1-U[text.font.face="Arial", text.size.normal=12];
sp--sidc:12. Release of BAP route along initial path between recovery IAB-\nnode and initial IAB-donor-DU via initial parent IAB-node[text.font.face="Arial", text.size.normal=12];
sidc->td:[z1];
join td->ti->tp->mi->u:Downlink user data[z1];
u->mi->tp->ti->td: Uplink user data[z1];
join td->sidc:[z1];
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!@@@Chart-generator later than 5.0����ÿ»�#This is the default signalling chart.
#Edit and press F2 to see the result.
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hscale=0.78;
defstyle z2 [text.font.face="Arial", text.size.normal=12,arrow.size=tiny,arrow.endtype=solid, vspacing=3];
defstyle z1 [text.font.face="Arial", text.size.normal=12,text.color="green-26%",arrow.color="green-26%",arrow.size=tiny,arrow.endtype=solid, vspacing=1, line.type=dashed,line.width=1, line.color="green-26%"];
defstyle z3 [text.font.face="Arial", text.size.normal=12,text.bold=yes];
defstyle z4 [text.font.face="Arial", text.size.normal=12];
u:UE[z3];
mi:Recovery\nIAB-node[z3];
gsp:Initial Path[z3]{
sp:Initial Parent\nIAB-node[z3];
si:Intermediate hop\nIAB-node on\nthe initial path[z3];
sd:Initial IAB- \ndonor-DU[z3];
};
sidc: Initial IAB-\ndonor-CU[z3];

gtp:Recovery Path[z3]{
tp:New Parent\nIAB-node[z3];
ti:Intermediate hop\nIAB-node on\nthe new path[z3];
td:New IAB-\ndonor-DU[z3];
};
tidc:New IAB-\ndonor-CU[z3];


u<-mi<-sp<-si<-sd<-sidc: Downlink user data[z1];
u->mi->sp->si->sd->sidc: Uplink user data[z1];
mi--mi:1.Determination of BH \nRLF on initial path[text.font.face="Arial", text.size.normal=12];
mi<->tp:2.Random Access Procedure[z4];
mi->tp:3. RRCReestablishmentRequest[z4];
tp->tidc:4. INITIAL UL RRC MESSAGE\n(RRCReestablishmentRequest)[z4];
tidc<->sidc:5. Xn Retrieve UE Context Procedure[z4];
tidc->tp:6. DL RRC MESSAGE TRANSFER\n(RRCReestablishment)[z4];
tp->mi:7. RRCReestablishment[z4];
mi->tp:8. RRCReestablishmentComplete[z4];
tp->tidc:9. UL RRC MESSAGE TRANSFER\n(RRCReestablishmentComplete)[z4];
tp--tidc:10. Configuration of BH channel, BAP route and mapping rules \nalong new path between recovery IAB-node and new IAB-donor-DU \nvia new parent IAB-node[text.font.face="Arial", text.size.normal=12];
mi--td:11. Redirection of recovery IAB-node-DU's F1 association to new TNL address(es), including F1-C and F1-U[text.font.face="Arial", text.size.normal=12];
sp--sidc:12. Release of BAP route along initial path between recovery IAB-\nnode and initial IAB-donor-DU via initial parent IAB-node[text.font.face="Arial", text.size.normal=12];
sidc->td:[z1];
join td->ti->tp->mi->u:Downlink user data[z1];
u->mi->tp->ti->td: Uplink user data[z1];
join td->sidc:[z1];
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