3GPP TSG-RAN WG3 Meeting #113e	R3-213725
Online, 16 – 27 August 2021

Agenda item:	 18.4.2
[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3][bookmark: OLE_LINK36]Source:		Lenovo, Motorola Mobility
Title:		Discussion on traffic load prediction
Document for:		Discussion and Decision
1	Introduction
In RAN3#110e [1], some agreements were achieved as below:
[bookmark: _Hlk78290165][bookmark: _Hlk70597511]- As a starting point, focus on at least the following use cases: Energy saving, load balancing, traffic steering/mobility optimization (other use cases, e.g. optimization of physical layer parameters, are not precluded)
- Augmented information should be studied case by case, e.g. history info, info needed for prediction, etc.
- Study the enhancement of network interfaces to support AI enabled RAN intelligence based on the agreed use cases.
- Coordinate with other working groups later for NRM enhancement when needed.
- Detailed AI functionality and interface impacts could be studied case by case for the agreed use cases later.
- Reuse the existing procedures for SON/MDT as the baseline for data collection or SON related use case where it fits. And additional enhancement/new signaling is studied when needed.
In RAN3#112e [2], further agreements were achieved: 
- Progress the prioritized use cases on energy saving, load balancing, traffic steering/mobility optimization, i.e. at least by identifying their impact on the specifications, before considering any new use case.
- Where ML functionality resides within the current RAN architecture, depends on deployment and on the specific use cases.
- Security aspects should be considered and coordinated with other working groups later if needed.
And the following needs further discussion:
- The detailed standard impacts for load balancing/load prediction should continue to discuss at next meeting. 
- Majority companies prefer predicted load exchanged between peer NG-RAN nodes should be supported.
- For load prediction, historical radio resource status can be the input and predicted resource status of serving cell and neighbor cell can be the output.
- The detailed standard impacts for mobility optimization should continue to discuss at next meeting. 
- For trajectory/location prediction, UE mobility history information can be the input, and UE trajectory prediction or the predicted target cell can be the output.
- The detailed standard impacts for energy saving should continue to discuss at next meeting.
[bookmark: _Hlk78294473]In this paper, we would further discuss the solutions and standard impacts for AI/ML based load prediction. 
2	Discussion
With the development of 5G, networks meet the increasing challenges of low latency, ultra-reliability, high mobile broadband and etc. Artificial Intelligence (AI) / Machine Learning (ML) implemented network can improve network performance and user experience by collecting, processing and analysing the achieved information/data. 
In the SID [3], it mentioned that “Potential use cases and examples could be discussed to identify the AI enabling features; this could include various RAN areas without re-opening existing topics like Self Organization Network (SON), unless a beneficial AI approach is proven for e.g. energy saving, traffic steering, mobility optimization, load balancing, physical layer configuration optimization, etc. Therefore, a study should be conducted to investigate the functional framework of using AI/ML (i.e. data acquisition and exposure) and the high level requirements of operating RAN-AI. This study should identify common understanding, principle and requirements to enable RAN-AI based on indicative use cases”. Based on the principle that use cases in SON can be taken as baseline in the initial phase for study item, previous RAN3 meetings discussed the use cases, the initial consensus is that energy saving, load balancing and traffic steering/mobility optimization can be of high priority but other use cases are not precluded.
[bookmark: _Hlk78548410]Load balancing is the mechanism used to distribute load evenly among cells and among areas of cells, or to transfer part of the traffic from congested cell or areas of cells, or to offload users from one cell, one cell area, one carrier or one RAT for optimizing cell reselection/handover parameters. However, current load balancing decision is based on current/historical load/resource information, if the UEs with traffic load which is heavy and time-variant are offloaded to the target cell, the new cell for selection/handover may be overloaded with new arrived traffic, additionally, if traffic load changes frequently, ping-pong would be caused. To enable efficient network optimization and high quality user experience, AI/ML could be adopted to improve the load balancing decision, e.g. the RAN node can make more accurate traffic load prediction for load balancing decision based on the output of the ML model inference. AI/ML based traffic load prediction is considered as the most fundamental ML feature to assist load balancing decision. 
[bookmark: _Hlk78294435][bookmark: _Hlk70578096][bookmark: _Hlk78294271][bookmark: _Hlk78294334]Observation 1: AI/ML based load prediction is considered as the most fundamental ML feature to assist load balancing decision.
Model training for load prediction can be executed in OAM or RAN node, and Model inference can be performed in RAN node. If OAM is the host for Model training, then the RAN node can achieve the ML model from OAM for load prediction. With the help of ML model, the RAN node can predict its resource /load information within a certain time window in the future by exploring the trend of resource/load status change, and then the predicted information can be used by itself or its neighbor node(s) for making load balancing decision to enable better load distribution. 
For CU-DU split architecture, CU-CP is more suitable than DU to train ML model or perform inference for load/resource information, since CU-CP has an overall view for the resource status of the related DUs via the existing F1/E1 interface, and CU-CP has more computation resource for load prediction. After load prediction, it can be exchanged between the serving and neighbor CUs via Xn interface directly, and CU-CP can make load balancing decision taking into account the achieved prediction information. 
Proposal 1: Model training for load prediction can be located at OAM or gNB/CU-CP.
Proposal 2: Model inference for load prediction can be located at gNB/CU-CP.
Currently, the resource status exchange can be supported between two RAN nodes, i.e. current/historical load/resource information is achieved via RESOURCE STATUS REQUEST/ RESOURCE STATUS RESPONSE/ RESOURCE STATUS UPDATE procedure. As Figure 1 shows, AI/ML based load prediction can take current procedure for resource status exchange as baseline. 


Figure 1: AI/ML based traffic load prediction
Step 1: RAN node 1 requests RAN node 2 to provide the predicted load/resource information, e.g. via the RESOURCE STATUS REQUEST message. Optionally, the demanded accuracy for load/resource prediction may be indicated to RAN node 2, i.e. only when accuracy of the predicted load/resource information meets the demanded value, RAN node 2 can feedback its load/resource prediction to RAN node 1. 
Step 2: RAN node 2 decides whether it can accept the request from RAN node 1, if so, it can respond RAN node 1 e.g. via the RESOURCE STATUS RESPONSE message. 
Step 3: According to the request from RAN node 1, RAN node 2 can use ML model to predict load/resource information based on the input of the neighbor nodes and itself. 
[bookmark: _Hlk78556085]The input for load/resource prediction can at least include:
•	current/historical number of active UEs;
•	current/historical resource utilization, i.e. the usage of the PRBs per cell and per SSB area for DL/UL traffic; 
•	current/historical number of RRC Connections.
After model inference in RAN node 2, the output of load/resource prediction can at least include:
•	predicted number of active UEs within a certain time window in the future;
•	predicted resource utilization, i.e. the usage of the PRBs per cell and per SSB area for DL/UL traffic within a certain time window in the future; 
•	predicted number of RRC Connections within a certain time window in the future.
Step 4: According to the request from RAN node 1 in Step 1, RAN node 2 provides the output of load/resource prediction to the RAN node 1 e.g. via the RESOURCE STATUS UPDATE message. Optionally, the actual accuracy of the predicted load/resource information may also be provided to RAN node 1.
Similarly, RAN node 1 may predict its load/resource information. Based on the load/resource prediction of itself and neighbor cells that achieved from neighbor node(s), when the predicted traffic is overloaded in RAN node 1, it can make load balancing decision e.g. select a proper neighbor cell for handover or cell reselection. 
[bookmark: _Hlk78556492][bookmark: _Hlk79074913] Proposal 3: Input for load/resource prediction can at least include:
•	current/historical number of active UEs;
•	current/historical resource utilization, i.e. the usage of the PRBs per cell and per SSB area for DL/UL traffic; 
•	current/historical number of RRC Connections.
 Proposal 4: Output of load/resource prediction can at least include:
•	predicted number of active UEs within a certain time window in the future ;
•	predicted resource utilization, i.e. the usage of the PRBs per cell and per SSB area for DL/UL traffic within a certain time window in the future; 
•	predicted number of RRC Connections within a certain time window in the future.
[bookmark: _Hlk78556521]Proposal 5: A RAN node can request its neighbor RAN node to provide load/resource prediction via RESOURCE STATUS REQUEST message, and the demanded prediction accuracy may be indicated to the neighbor RAN node. 
Proposal 6: The neighbor RAN node should respond whether the demanded prediction for traffic load/resource can be provided via RESOURCE STATUS RESPONSE message. 
Proposal 7: The neighbor RAN node should provide the predicted load/resource information that demanded by the peer RAN node as well as accuracy of the predicted load/resource information via RESOURCE STATUS UPDATE message. 
3	Conclusion
In this contribution, the details of AI/ML based load prediction are discussed. We have the following observations and proposals:
Observation 1: AI/ML based load prediction is considered as the most fundamental ML feature to assist load balancing decision.
Proposal 1: Model training for load prediction can be located at OAM or gNB/CU-CP.
Proposal 2: Model inference for load prediction can be located at gNB/CU-CP.
Proposal 3: Input for load/resource prediction can at least include:
•	current/historical number of active UEs;
•	current/historical resource utilization, i.e. the usage of the PRBs per cell and per SSB area for DL/UL traffic; 
•	current/historical number of RRC Connections.
 Proposal 4: Output of load/resource prediction can at least include:
•	predicted number of active UEs within a certain time window in the future ;
•	predicted resource utilization, i.e. the usage of the PRBs per cell and per SSB area for DL/UL traffic within a certain time window in the future; 
•	predicted number of RRC Connections within a certain time window in the future.
Proposal 5: A RAN node can request its neighbor RAN node to provide load/resource prediction via RESOURCE STATUS REQUEST message, and the demanded prediction accuracy may be indicated to the neighbor RAN node. 
Proposal 6: The neighbor RAN node should respond whether the demanded prediction for traffic load/resource can be provided via RESOURCE STATUS RESPONSE message. 
Proposal 7: The neighbor RAN node should provide the predicted load/resource information that demanded by the peer RAN node as well as accuracy of the predicted load/resource information via RESOURCE STATUS UPDATE message.
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