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1	Introduction
In the RAN3#112e meeting, the following has been agreed. 
	RAN3#112e Agreements
-	Mark the Model Performance Feedback in the Functional Framework (Figure 4.2-1) as FFS and continue discussions on what such transfer of information should entail and for which purpose.
 To be continued...
-	The definition of the Model Deployment/Update function is FFS. Discussions need to be continued to identify what information will “Model Deployment/Update” transfer, whether this information will need to be standardised and, if not, what are the assumptions on this information
 To be continued...
Functional framework is independent with respect to specific ML model types or learning problems/settings (e.g. supervised learning, unsupervised learning, reinforcement learning, hybrid learning, centralized learning, federated learning, distributed learning, …)
-	When discussing use cases, check on each use case the feasibility of a “validity time” (i.e. “best before” for the prediction result) as additional information provided by the Model Inference function together with the Inference output.
 To be continued...
-	Discussions should be continued on the following principle, especially concerning what the level of accuracy is:
If the inference function provides output predictions, an optional indication of the accuracy level for which the inference model is trained should be indicated to the nodes that request/subscribe to this information.
 To be continued...
Open issues that may be further discussed:
- output from one model as input to another
- high-level principles for inference function
To be continued...
1. 



In this paper, we further discuss the possible standard impacts to support AI functionality.
2	Discussion
2.1 On data preparation
One controversial issue has been discussed in the previous meetings is where should data preparation “function” located. From our observation, companies seem to share the same understanding that two steps of data processing are needed
· Step 1: From all the raw data collected, determining what raw data is useful/needed for model training and model inference.
· Step 2: Depending on the exact AI/ML algorithm and parameters used for model training/inference (e.g., learning rate, batch size etc.), the raw data is further cleaned, processed to be of the demanded size, format. 
In the agreed TP last time [1], above two steps are formulated and located in different functions as majority companies preference, i.e. data collection function is responsible for providing only demanded data to model training function and model inference function, model training/inference function is responsible  for further data processing depending on the exact AI/ML algorithm and parameters. 
In our view, how it is formulated in the agreed TP is almost OK, while the term of “Training Data” and “Inference Data” implies it is data directly used for model training/inference, which is not 100% precise since they are data after step 1 but before step 2. 
It would be helpful to further emphasize and clarify that the “Training Data” and “Inference Data” provided by the data collection function to the model training/inference function is the “demanded raw data” after step 1 to distinguish from the data after step 2 further processing and actually used for model training/inference. 
[bookmark: _Toc79140671]Companies seem to have the same understanding that 2 steps of data processing will happen before really used for model training/inference, regardless of where they are located:
a. [bookmark: _Toc79140672]Step 1: From all the raw data collected, determining what raw data is useful/needed for model training and model inference.
b. [bookmark: _Toc79140673]Step 2: Depending on the exact AI/ML algorithm and parameters used for model training/inference (e.g., learning rate, batch size etc.), the raw data is further cleaned, processed to be of the demanded size, format. 

[bookmark: _Toc79140667]As proposed in the TP, RAN3 is suggested to clarify in the TR that the training data and inference data provided by the data collection are raw data demanded by the model training/inference functions. 

2.2 On model performance feedback and model deployment/update
First of all, it seems straightforward to us that the model training function will update the model (e.g. in case the model performance degrades) and deploy the new model to the model inference. We don’t see the reason why not to do so. 
[bookmark: _Toc79140668]Model training function may retrain the AI/ML model and deploy the updated model to model inference function if the model performance degrades.

It was left as FFS whether the model performance feedback shall be provided by the model inference function. This issue can be analyzed by examples.
In the example of traffic load prediction, the model performance could be evaluated by the accuracy or confidence interval by comparing the predicted traffic load with the actual measured traffic load in a certain time period. And in a reasonable implementation, the traffic load prediction will make use of the historical measured traffic load, which means the historical traffic load measurement will be provided to the model inference function as “Inference Data” and by nature model inference function can determine the model performance in a certain time period. 
In another example of handover decision making, wherein reinforcement learning could be used. In this case, whether the last time handover decision is successful or unsuccessful can be provided to the model training function as part of “Training Data”.  There might be unnecessary to define a model performance feedback explicitly in this case since “Training Data” may serve for the same purpose. 
From another perspective, whether and how should model performance feedback be provided shall be decided by the model training function and informs the model inference function or data collection function (i.e. if it’s part of the training data). In the example of traffic load prediction, there is no need for the model inference function to trigger the model performance feedback if the prediction accuracy is high enough, in other word, the model performance feedback may be only triggered if the model performance degrades. 
Actor function, in our view, is a function of execution and not intended to be capable of storing/comparing historical measurement result and prediction result. Besides, there does not seem convincing that model training function shall interact with the actor function in one way or another.  
[bookmark: _Toc79140674]Model training function can understand the model performance by either explicit model performance feedback from model inference function or implied by training data from data collection function.
[bookmark: _Toc79140669]Model performance feedback can be provided by the model inference function to model training function following the instruction from model training function. 

2.3 Others
For the rest of issues listed in the last meeting. We believe they can be discussed in the specific use cases, which does not have impact on the general principle and functional framework. 
	-	When discussing use cases, check on each use case the feasibility of a “validity time” (i.e. “best before” for the prediction result) as additional information provided by the Model Inference function together with the Inference output.
-	Discussions should be continued on the following principle, especially concerning what the level of accuracy is:
If the inference function provides output predictions, an optional indication of the accuracy level for which the inference model is trained should be indicated to the nodes that request/subscribe to this information.
- output from one model as input to another



[bookmark: _Toc79140670]Definition and usage of “validity time”, “accuracy”, “output from one model as input to another” shall be discussed in each specific use case. 
3	Conclusion
Based on the discussion above, we observe:
Observation 1	Companies seem to have the same understanding that 2 steps of data processing will happen before really used for model training/inference, regardless of where they are located:
a.	Step 1: From all the raw data collected, determining what raw data is useful/needed for model training and model inference.
b.	Step 2: Depending on the exact AI/ML algorithm and parameters used for model training/inference (e.g., learning rate, batch size etc.), the raw data is further cleaned, processed to be of the demanded size, format.
Observation 2	Model training function can understand the model performance by either explicit model performance feedback from model inference function or implied by training data from data collection function.


Based on the discussion above, we propose:
Proposal 1	As proposed in the TP, RAN3 is suggested to clarify in the TR that the training data and inference data provided by the data collection are raw data demanded by the model training/inference functions.
Proposal 2	Model training function may retrain the AI/ML model and deploy the updated model to model inference function if the model performance degrades.
Proposal 3	Model performance feedback can be provided by the model inference function to model training function following the instruction from model training function.
Proposal 4	Definition and usage of “validity time”, “accuracy”, “output from one model as input to another” shall be discussed in each specific use case.
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-----------------------------------Start of Changes-----------------------------------
[bookmark: _Toc55814333]4.2	Functional Framework

Editor’s Note: Data Preparation aspects may be further refined




Figure 4.2-1: Functional Framework for RAN Intelligence

This section introduces the common terminologies related to the functional framework for RAN intelligence illustrated in Figure 4.2-1.
· Data Collection is a function that provides demanded rawinput  data as input to Model training and Model inference functions. AI/ML algorithm specific pre-processing of data isdata preparation (e.g. data pre-processing and cleaning, formatting, and transformation of raw data) is not carried out in the Data Collection function.  
Examples of input data may include measurements from UEs or different network entities, performance feedback, AI/ML model output.
· Training Data: information raw data needed as input for the AI/ML mModel training function to train a ML model or update a ML model.
· Inference Data: information raw data needed as an input for the Model inference function to provide a corresponding output.

· Model Training is a function that performs the training, deployment, and update of the ML model. The Model training function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation of raw data), if required. 

· Model Inference is a function that provides AI/ML model inference output (e.g. predictions or decisions) to Actor, and provides model performance feedback, if instructed, to Model training function. The Model inference function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation of raw data), if required. 

· Actor is a function that receives the output from the Model inference function and triggers or performs corresponding actions. The Actor may trigger actions directed to other entities or to itself.

· Feedback: Information that may be needed to derive training or inference data or performance feedback. 

-----------------------------------End of Changes-----------------------------------
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