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1 Introduction
In RAN3#112e, the following agreements were achieved:
	RAN3 does not enhance Activity Notification for the sake of supporting SCG (de)activation for the MN initiated SCG (de)activation. 

WA: RAN3 does not enhance Activity Notification for the sake of supporting SCG (de)activation for the SN initiated SCG (de)activation.

F1 interface enhancement to support SCG (de)activation reuses the principle in Xn interface regarding: 

Codepoint design for SCG (de)activation for UE context setup

Whether/how DU can reject the SCG (de)activation during UE context setup procedure

Whether/how DU can reject the SCG (de)activation during UE context modification procedure

WA:E1 interface enhancement to support SCG (de)activation is needed to let CU-UP be aware of the SCG state. 

RAN3 supports SCG (de)activation during SN initiated SN modification.

In the SN addition request message, to set SCG (de)activated, two codepoints are supported (i.e. one for SCG activation, another for SCG deactivation).

A new cause value will be introduced to indicate the reason to reject SCG (de)activation. FFS what exactly value.
WA: For SCG (de)activation during MN initiated SN modification, SN can reject the SCG (de)activation when accepting SN modification request.


In this contribution, we will continuously address the remaining open issues. . 
2 Discussions 
In general, we understand that the SCG (de)activation includes three phases: 
· Phase 1: SCG activity detection

This phase aims at determining whether the SCG should be deactivated/activated. In our understanding, the SCG activation has different criteria from the SCG deactivation. Specifically, SCG should be activated as long as one entity needs packet transmission via SCG; while the SCG can be deactivated only if all entities do not have packet transmission via SCG. 

Observation 1: the SCG deactivation and SCG activation have different criteria, i.e.,  

· the SCG should be activated as long as one entity (e.g., MN, SN, MN-CU-CP, SN-CU-CP, MN-CU-UP, SN-CU-UP, UE) needs packet transmission via SCG; 

· the SCG can be deactivated if all entities do not have packet transmission via SCG. 

On the other hand, the entities impacting SCG activation/deactivation depend on the configured bearers for an UE.  If the UE is configured with MN-terminated SCG/split bearer, MN-CU-UP(s) and SN-DU can determine the SCG (de)activation; if the UE is configured with SN-terminated SCG/split bearer, SN-CU-UP(s) and SN-DU can determine the SCG (de)activation; if the UE is configured with both SN/MN-terminated SCG/split bearer, MN-CU-UP(s), SN-CU-UP(s), and SN-DU can determine the SCG (de)activation. 
Observation 2: depending on the configured bearer type, the entities determining SCG (de)activation contain, 

· MN-CU-UP(s) and SN-DU, in case of MN-terminated SCG/split bearer

· SN-CU-UP(s) and SN-DU, in case of SN-terminated SCG/split bearer

· MN-CU-UP(s), SN-CU-UP(s), and SN-DU, in case of MN/SN-terminated SCG/split bearer

Since the SCG (de)activation is performed between MN and SN, the MN-CU-CP/SN-CU-CP can be considered as the information collection point to determine the SCG (de)activation and then trigger the corresponding XnAP procedure in the following Phase 2. 
Observation 3: the MN-CU-CP/SN-CU-CP should collect information at each side in order to trigger the SCG (de)activation procedure. 

The above observations indicate that the SCG (de)activation is related to the traffic at multiple entities. So, an intuitive method is to allow each entity detect the SCG activity and provide the information to the corresponding CU-CP. However, such method may cause the following issues for SCG deactivation detection:

· Issue 1: inconsistent deactivation criteria 
To detect SCG activity, each entity may have different criteria which is set by implementation of each entity. For example, each entity sets an inactivity timer to determine whether the SCG can be deactivated, i.e., if such entity does not have traffic via SCG more than the inactivity timer, such entity can detect the SCG inactivity, and provides the information to its CU-CP. The inactivity timer may be determined by the implementation of each entity so that the values at different entities may be different. In order to deactivate the SCG, all entities should wait for the largest inactivity timer set among all entities. For example, MN-CU-UP, SN-CU-UP, and SN-DU set the inactivity timer as 1s, 1.5s, and 2s, respectively, so that the SCG has to be deactivated when SN-DU indicates the inactivity of SCG to the SN-CU-CP even though the SCG can be deactivated when MN-CU-UP indicates the inactivity.
Observation 4: SCG activity detection via multiple entities results in the inconsistent deactivation criteria at different entities, which thereby causes that the SCG is not deactivated in time. 

· Issue 2: wrong trigger of deactivation

Among multiple entities, some entities may not have complete information of SCG activity. Thus, the deactivation triggered by such entity may be rejected by other entities. For example, if an UE is configured with MN/SN-terminated SCG/split bearer, the MN-CU-CP can only collect the information from the MN-CU-UP(s). However, the SCG activity caused by SN-CU-UP(s) and SN-DU is not known by the MN-CU-CP. Thus, it is highly possible that the deactivation request from MN-CU-CP will be rejected by the SN-CU-CP. In other words, such wrong trigger of deactivation causes unnecessary XnAP signaling.  

Observation 5: SCG activity detection via multiple entities results in wrong trigger of deactivation, which causes unnecessary XnAP signaling.
· Issue 3: signaling overhead

If multiple entities detect the SCG activity, those entities should provide the SCG activity information to the corresponding CU-CP. For example, each MN-CU-UP/SN-CU-UP&SN-DU should indicate/request SCG deactivation to MN-CU-CP/SN-CU-CP, and SN-DU. However, it is possible that the indication/request from only one entity (the one serves the most of traffic requiring SCG, e.g., SN-DU) is useful for SCG deactivation. Thus, the signaling from other entities become useless. 

Observation 6: SCG activity detection via multiple entities results in large signaling overhead. 

According to the above observations, some mechanisms are needed to resolve the above issues. One possible way is to configure the inactivity timer at each entity serving the traffic with SCG involvement. In this method, each entity is configured with an inactivity timer for deactivation detection. Such configuration can be determined based on the traffic served by each entity. Since the MN-CU-CP knows the each traffic requiring SCG resource, MN-CU-CP can indicate the inactivity timer to each MN-CU-UP and SN, and SN-CU-CP can indicate the inactivity timer to each SN-CU-UP and SN-DU. The inactivity timer set to each entity may be different considering its own traffic. If an entity does not receive such timer, it does not need to indicate/request SCG deactivation. The following figure gives an example. The active time of the traffic at MN-CU-UP2/MN-CU-UP1/SN-CU-UP1/SN-CU-UP2/SN-DU is 2s, 1s, 1.5s, 1.5s, and 2s, respectively. Considering the MN-CU-UP2 and SN-DU have the longest the active period, the MN-CU-CP can determine that only MN-CU-UP2 and SN should perform the SCG deactivation detection, and the SN determines that only SN-DU should perform the SCG deactivation detection. Furthermore, if there is no SCG traffic for 1 second, MN-CU-UP2 or SN-DU can indicate the SCG deactivation. Thus, the MN-CU-CP will configure the inactivity timer as 1s to MN-CU-UP2 and SN, and SN-CU-CP will configure inactivity timer as 1s to SN-DU. The other entities (MN-CU-UP1, SN-CU-UP1, SN-CU-UP2) not receiving inactivity timer can skip the SCG deactivation detection.  
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Proposal 1: the inactivity timer can be configured to the entity needing perform deactivation detection. 
For SCG activation, as indicated by Observation 1, any entity can trigger the SCG activation as long as there is packet needing SCG resource. 

Proposal 2: each entity can detect SCG activation as long as the packet needing SCG resource arrives. 
· Phase 2: SCG (de)activation configuration 

· E1 enhancement 

This aspect has been extensively discussed in the past RAN3 meetings. After the detecting the SCG activation/deactivation, the entity can trigger the SCG (de)activation request. Currently, SCG (de)activation request/response have been agreed for the XnAP and F1AP. The left issue is whether E1AP should have the related enhancement. As indicating in proposal 1&2, the CU-UP configured with inactivity timer can trigger the procedure to request the SCG deactivation, and the CU-UP detecting the arrival of packet needing SCG resource can trigger the procedure to request the SCG activation. 
Proposal 3: the CU-UP can request the SCG (de)activation to CU-CP. 

· Phase 3: SCG status notification

In last meeting, a working assumption is “WA:E1 interface enhancement to support SCG (de)activation is needed to let CU-UP be aware of the SCG state. ”. The intention is to inform the SCG status to the CU-UP.  We think this is necessary. For example, the SCG is activated due to the one packet arrival at one entity. The CU-CP can inform other CU-UPs so that those UPs can quickly sent the packet to the SCG once there is a packet arrival. In other words, such status indication can speed up the data transmission via SCG at the CU-UP. 

Proposal 4: E1 interface is enhanced to inform the SCG status to the CU-UP. 
3 Conclusion
In this contribution, we discuss RAN3 impact for UE power saving, and propose:
Proposal 1: the inactivity timer can be configured to the entity needing perform deactivation detection. 

Proposal 2: each entity can detect SCG activation as long as the packet needing SCG resource arrives. 
Proposal 3: the CU-UP can request the SCG (de)activation to CU-CP. 

Proposal 4: E1 interface is enhanced to inform the SCG status to the CU-UP.  
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Annex – TP to TS 38.473 

-------------------------------------------Change 1-------------------------------------------
8.3.1
UE Context Setup 

8.3.1.1
General

The purpose of the UE Context Setup procedure is to establish the UE Context including, among others, SRB,DRB, BH RLC channel, and SL DRB configuration. The procedure uses UE-associated signalling.

8.3.1.2
Successful Operation
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Figure 8.3.1.2-1: UE Context Setup Request procedure: Successful Operation

The gNB-CU initiates the procedure by sending UE CONTEXT SETUP REQUEST message to the gNB-DU. If the gNB-DU succeeds to establish the UE context, it replies to the gNB-CU with UE CONTEXT SETUP RESPONSE. If no UE-associated logical F1-connection exists, the UE-associated logical F1-connection shall be established as part of the procedure. 

<unrelated part is omitted>

If the Serving NID IE is contained in the UE CONTEXT SETUP REQUEST message, the gNB-DU shall combine the Serving NID IE with the Serving PLMN IE to identify the serving NPN, and may take it into account for UE context establishment.
If the Estimated Arrival Probability IE is contained in the Conditional Inter-DU Mobility Information IE included in the UE CONTEXT SETUP REQUEST message, then the gNB-DU may use the information to allocate necessary resources for the UE.

If the SCG Activation Status IE is included in the UE CONTEXT SETUP REQUEST message, the gNB-DU may use it to configure SCG resources as specified in TS 37.340 [7].
If the SCG Inactivity Timer IE is included in the UE CONTEXT SETUP REQUEST message, the gNB-DU may use it to detect the SCG inactivity. 
Editor’s note: FFS if the partial acceptance/rejection is allowed for the SCG state change in UE Context Setup procedure and under what conditions.
-------------------------------------------Next Change-------------------------------------------
8.3.4
UE Context Modification (gNB-CU initiated)

8.3.4.1
General

The purpose of the UE Context Modification procedure is to modify the established UE Context, e.g., establishing, modifying and releasing radio resources or sidelink resources. This procedure is also used to command the gNB-DU to stop data transmission for the UE for mobility (see TS 38.401 [4]). The procedure uses UE-associated signalling.

8.3.4.2
Successful Operation
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Figure 8.3.4.2-1: UE Context Modification procedure. Successful operation

The UE CONTEXT MODIFICATION REQUEST message is initiated by the gNB-CU.
<unrelated part is omitted>

If the SCG Indicator IE is contained in the UE CONTEXT MODIFICATION REQUEST message and it is set to “released”, the gNB-DU shall, if supported, deduce that an SCG is removed.

If the Estimated Arrival Probability IE is contained in the Conditional Inter-DU Mobility Information IE included in the UE CONTEXT MODIFICATION REQUEST message, then the gNB-DU may use the information to allocate necessary resources for the UE.

If the SCG Activation Status IE is included in the UE CONTEXT MODIFICATION REQUEST message, the gNB-DU may use it to configure SCG resources as specified in TS 37.340 [7].
If the SCG Inactivity Timer IE is included in the UE CONTEXT MODIFICATION REQUEST message, the gNB-DU may use it to detect the SCG inactivity.. 
Editor’s note: FFS if the partial acceptance/rejection is allowed for the SCG state change in gNB-CU initiated UE Context Modification procedure and under what conditions.
-------------------------------------------Next Change-------------------------------------------
9.2.2.1
UE CONTEXT SETUP REQUEST

This message is sent by the gNB-CU to request the setup of a UE context.
Direction: gNB-CU ( gNB-DU. 
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	reject

	gNB-CU UE F1AP ID
	M 
	
	9.3.1.4
	
	YES
	reject

	gNB-DU UE F1AP ID 
	O
	
	9.3.1.5
	
	YES
	ignore

	SpCell ID
	M
	
	NR CGI

9.3.1.12
	Special Cell as defined in TS 38.321 [16]. For handover case, this IE is considered as target cell.
	YES
	reject

	ServCellIndex
	M
	
	INTEGER (0..31,...)
	
	YES
	reject

	SpCell UL Configured
	O
	
	Cell UL Configured

9.3.1.33
	
	YES
	ignore

	<unrelated part is omitted>

	F1-C Transfer Path
	O
	
	9.3.1.207
	
	YES
	reject

	SCG Activiation Status 
	O
	
	9.3.1.x1
	
	YES
	ignore

	SCG Inactivity Timer
	O
	
	FFS
	
	YES
	ignore


-------------------------------------------Next Change-------------------------------------------
9.2.2.7
UE CONTEXT MODIFICATION REQUEST

This message is sent by the gNB-CU to provide UE Context information changes to the gNB-DU.
Direction: gNB-CU ( gNB-DU

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	reject

	gNB-CU UE F1AP ID
	M
	
	9.3.1.4
	
	YES
	reject

	gNB-DU UE F1AP ID
	M
	
	9.3.1.5
	
	YES
	reject

	SpCell ID
	O
	
	NR CGI

9.3.1.12
	Special Cell as defined in TS 38.321 [16]. For handover case, this IE is considered as target cell.
	YES
	ignore

	<unrelated part is omitted>

	F1-C Transfer Path
	O
	
	9.3.1.207
	
	YES
	reject

	SCG Indicator
	O
	
	ENUMERATED(released,...)
	This IE is used at the MN in NR-DC and NE-DC and it indicates the release of an SCG
	YES
	ignore

	SCG Activation Status
	O
	
	9.3.1.x1
	
	YES
	ignore

	SCG Inactivity Timer
	O
	
	FFS
	
	YES
	ignore


MN-CU-CP
MN-CU-UP1
MN-CU-UP2
2s
1s
SN-CU-CP
SN-CU-UP1
SN-CU-UP2
SN-DU
2s
1.5s
1.5s
Inactivity timer = 1s
Inactivity timer = 1s
Inactivity timer = 1s



