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1. Introduction 
The support for RAN visible QoE was included in the QoE WI [1] as shown below:
· To support RAN visible QoE, evaluate and specify an initial relevant set of RAN-visible QoE parameters, then specify configuration and reporting. [RAN3, RAN2]
Also, there were some agreements and working assumptions from R3#112e. In this paper, we discuss the WA and open issues on RVQOE further.
1. Discussion
1. RVQOE metrics 
The following was agreed in R3#112e:
· The service types supported in the Rel17 RAN-visible QoE framework are DASH streaming and VR.
· The following is supported within the RVQOE framework:
· RAN-visible QoE metrics: a subset of legacy QoE metrics data collected from UE, which are useful for RAN.
· WA: The following metrics, pertaining to DASH streaming and VR services, should be supported in the Rel17 RVQOE framework:
· Buffer Level 
· Average Throughput
· Playout Delay
· Play List (FFS)
             Additional metrics are FFS; detailed descriptions are FFS.

In the table below, we discuss further the RVQOE metrics identified for DASH and VR in R3#112e along with their description and potential benefits to RAN. 

	RVQOE metric
	Description
	Potential benefits to RAN

	Buffer Level
	Indicates the playout duration for which media data of all active media components is available starting from the current playout time.
A list of buffer occupancy level measurements during playout at normal speed. Level of the buffer is included in milliseconds. 
Time of the measurement of the buffer level is also included. Annex D.4.5 in ISO/IEC 23009-1 defines the metrics for buffer level status events as follows:
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	Better mobility decisions at RAN based on buffer level (e.g., the selection of HO type between legacy HO, DAPS HO or CHO), leading to seamless connectivity and a lower risk of video stalling


	Average Throughput
	Indicates the average throughput that is observed by the client during the measurement interval.
AvgThroughput can include the following:
	numbytes
	The total number of the content bytes, i.e. the total number of bytes in the body of the HTTP responses, received during the measurement interval. 

	activitytime
	The activity time during the measurement interval in milliseconds. The activity time during the measurement interval is the time during which at least one GET request is still not completed (i.e., excluding inactivity time during the measurement interval).

	t
	The real time of the start of the measurement interval

	duration
	The time in milliseconds of the measurement interval 

	accessbearer
	Access bearer for the TCP connection for which the average throughput is reported

	inactivitytype
	Type of the inactivity, if known and consistent throughout the reporting period:
User request (e.g., pause)
Client measure to control the buffer
Error case


If the client requests the media Segments from the server separately over multiple non-competing parallel TCP connections established over separate access network bearers named as accessbearer, then the average throughput values should be reported as a list of events with average throughput for each access network and associated access network bearer information reported separately, following the same guidelines as described above.
	Awareness of application layer throughput at RAN for cross-layer optimization


	Playout Delay for Media Start-up
	The playout delay for media start-up is measured as the time in milliseconds from the time instant of DASH player receives play-back-start trigger to the instant of media playout.

This metric indicates the waiting time that the user experiences for media start-up. The metric is only logged at the time point when the media start-up happens.
· If the MPD has been delivered earlier before the user clicks, it may include the process time of MPD, the fetch time of some media segments which are required for media presentation, the process time of segments, and the time for media decode and render to the user.
· If no MPD has been fetched earlier, it also needs to add the fetch time of MPD.
	Key
	Type

	PlayoutDelayforMediaStartup
	Integer




	RAN node can leverage this as a time budget to deliver the requested content without video stalling, while, at the same time, not over-allocating the precious radio resources to that service

	Play List
	A list of playback periods. A playback period is the time interval between a user action and whichever occurs soonest of the next user action, the end of playback or a failure that stops playback.
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Example for Playout
- 5 seconds of initial stalling
- 10 seconds playing with representation 1
- 15 seconds of stalling
- 20 seconds playing with representation 2
- 30 seconds playing with representation 1

In last meeting, a simplified version was also proposed e.g., an indication from the application to the access stratum whenever the video representation changes or the video stalls
	Presented video quality and video stalling statistics, can be valuable at RAN for radio resource partitioning and allocation among different users and services




Proposal 1: Buffer level and Playout Delay for Media Startup can be considered as RVQOE metrics for DASH and VR services. RAN2 to confirm the feasibility of RVQOE metrics (e.g., whether the time of the measurement of buffer level is reported as absolute/relative timestamp or not reported at all)

Observation 1: Reporting the QoE metrics “Average Throughput” and “Play List” by UE seems cumbersome as it includes a lot of information elements. Even a simplified version of Play List (e.g., an indication from the application to the AS whenever the video representation changes, or the video stalls) seems too much overhead and would be quite frequent.

Proposal 2: Average Throughput and Play List (even simplified version) seems a lot of signalling overhead in RRC and should not be considered as RVQOE metrics for Rel-17
1. RVQOE values
The following was agreed in R3#112e:
· The following is supported within the RVQOE framework:
· RAN-visible QoE values: a set of values derived from QoE metrics data through a model/function defined in collaboration with SA4 (pending SA4).
· Send an LS asking SA4 input on how RVQOE values can be defined, for the metrics selected for RVQOE support and whether the UE can generate RVQOE values.
For defining RVQOE values, it was discussed in SI phase whether we can derive simplified values from individual useful SA4-defined QoE metrics or combinations of these values in the form of e.g.:
· Numeric values on scale from 0 to x
· Binary flags
· Objective qualitative representations (“good QoE”, “moderate QoE”, “bad QoE”)
For the above to work, a formula to represent the QoE values should be defined e.g., a threshold “X” needs to be defined for categorizing good QoE (small buffer) vs. bad QoE (large buffer) as shown below:
	Metric
	Unit
	Formula for qualitative QoE metric

	Buffer level
	milliseconds
	Example:
· Buffer level < X ms – small buffer
· Buffer level >= X ms – large buffer

	Playout Delay for media strat-up
	milliseconds
	Example:
· Playout Delay < Y ms – good QoE
· Playout Delay >= Y ms – bad QoE



Observation 2: Qualitative representation of QoE metrics in terms of a numerical value or an objective representation requires a model/function to be defined for each RAN visible QoE metric
There are two options which are possible for defining RVQOE values:
Option 1: Pre-defined formula in SA4 specs
· Formula/threshold for RVQOE values are pre-defined in the SA4 specifications 
· UE APP computes (e.g., checks whether buffer level is small or large) and reports the RVQOE value to the NG-RAN
Option 2: Configurable by NG-RAN
· NG-RAN can configure the formula/threshold to UE APP via RRC and AT commands
· UE APP then computes and reports the RVQOE value based on the received configuration
Option 3: Implementation specific to NG-RAN
· NG-RAN receives the RVQOE metrics defined in section 2.1 
· NG-RAN can compute the RVQOE values by own implementation (e.g., via thresholds internal to NG-RAN)
Option 3 seem to be the simplest and won’t need any SA4 spec impact. Whether option 1 or option 2 can be supported is to be checked with SA4.
Proposal 3: Send LS to SA4 to check if RVQOE values can be reported by UE i.e., certain QoE metrics of interest to RAN can be represented qualitatively in terms of a numerical QoE score or objective representation. Further check whether this should be pre-defined in SA4 specifications or configurable by NG-RAN
1. RVQOE configuration and reporting
The following was agreed in R3#112e:
RVQOE metrics are configured and reported per service type (OAM indicates to RAN the availability of service types)
· WA: The RAN generates the RVQOE measurement configuration
· WA: RVQOE collection can be configured only if QoE measurements are configured for the same service type.
· WA: the ID used to identify QoE measurements is reused for identifying the RVQOE measurements. 
· FFS whether the RAN can request the full set of RVQOE metrics from the UE or if a subset of RVQOE metrics can be requested.
· WA: the RVQOE report is provided inside a dedicated IE, outside the QoE report container. 
· FFS whether the RVQOE reporting is upon RAN request.
Before we discuss the RVQOE configuration and reporting aspects, we must establish some common understanding and principles for RVQOE. Two options are tabulated below.
	Option 1 (Qualcomm’s preference)
	Option 2

	RVQOE has the same priority as legacy QoE. The main purpose of RVQOE is to expose QoE metrics to RAN and not for enabling QoE aware real-time scheduling.
	RVQOE has higher priority compared to legacy QoE. RVQOE metrics must be reported more frequently compared to legacy QoE or based on new event triggers e.g., along with measurement events

	RVQOE and legacy QoE are configured and reported together
	RVQOE and legacy QoE can be configured and reported independently

	ID used to identify legacy QoE is reused for identifying the RVQOE
	Different IDs for legacy QoE and RVQOE (QoE configuration modification is not supported and therefore would need separate IDs if they are to be configured independently)

	Pause and resume indication for legacy QoE is also applied to RVQOE
	Different pause and resume indication for legacy QoE and RVQOE




Although Option 2 offers more flexibility, we think we should not complicate RVQOE configuration and reporting by adding a different periodicity and event trigger for RVQOE. Otherwise, we feel it would become too complicated. For example,
· Case 1: RVQOE periodicity (e.g.  1 sec) < legacy QoE periodicity (e.g., 2 sec) 
· AT command needs to be enhanced to provide RVQOE periodicity, so that UE APP provides RVQOE faster than the legacy QoE report. UE APP needs to maintain two periodicities and should buffer QOE measurements accordingly.

· Case 2: RVQOE periodicity (e.g., 2sec) > legacy QoE periodicity (e.g., 1 sec)  
· This might not be a typical case if RVQOE has higher priority. But RAN has no idea what legacy QoE reporting periodicity is. In this case, it is not clear whether RVQOE should be reported based on the last 1 sec or last 2 sec? Similar as case 1, UE APP would need to buffer QoE measurement results longer than usual for the purpose of RVQOE. 
 
· Case 3: Different event triggers for RVQOE and legacy QoE  complicated signaling
For the sake of simplicity, we therefore prefer Option 1.
Proposal 4: RVQOE has the same priority as legacy QoE. The main purpose of RVQOE is to expose QoE metrics to RAN and not for enabling QoE aware real-time scheduling
Proposal 5: RVQOE and legacy QoE are configured and reported together
Proposal 6: The RAN generates the RVQOE measurement configuration upon receiving the signaling or management based QoE configuration (with RVQOE indication) from OAM

Proposal 7: Send LS to RAN2 to check the following:
1) Whether the RAN can request the full set of RVQOE metrics from the UE or if a subset of RVQOE metrics can be requested for a service type
2) Whether the ID used to identify QoE measurements can be reused for identifying the RVQOE measurements or a new ID is needed
1. Mobility support for RVQOE
RVQOE configuration is part of QoE measurement configuration. Therefore, all agreements on mobility handling for QoE measurement configuration should apply to RVQOE.
Proposal 8: RVQOE configuration is propagated from the source to target node upon mobility in RRC_CONNECTED or during context retrieval upon resumption from RRC_INACTIVE.
Another open issue from last meeting is the following:
Whether the RVQOE report can be signaled from the target to the source at handover will be discussed after the basic solution for mobility has been defined.
In our opinion, the RVQOE report can be sent from the target to the source node during handover to assist the source node by informing the QoE in the target cell post-handover which can be used for optimizing handover trigger points. We therefore propose the following:
Proposal 9: RVQOE report can be signaled from the target to the source node post a successful handover. FFS on the Xn message to be used.
In addition, it was discussed last meeting that gNB-CU and gNB-DU be consumers of RVQOE reports. If corrective RAN action relates to scheduling, the gNB-DU would be consumer and would therefore need to be signaled with the RVQOE information.
Proposal 10: gNB-CU may signal RVQOE report to gNB-DU over F1
1. RVQOE measurement handing in case of RAN overload
Proposal 11:  If QoE reporting is paused or resumed, the corresponding RVQOE reporting is paused or resumed accordingly.
1. Multiple simultaneous RVQOE measurement
An open issue is whether to support multiple simultaneous RVQOE measurements e.g., whether to support RVQOE measurements of DASH and VR service type simultaneously.
In our opinion, the support of multiple simultaneous QoE measurements can be extended easily for RVQOE as well with appropriate signalling support from RAN2.
Proposal 12: Multiple simultaneous QoE measurements can be supported for RVQOE. Send LS to RAN2 to confirm.
1. Other topics
Proposal 13: Per-slice RVQOE and alignment of RVQOE with radio-related measurements can be discussed post progress on the corresponding topics for the legacy QoE.
1. Conclusion
Proposal 1: Buffer level and Playout Delay for Media Startup can be considered as RVQOE metrics for DASH and VR services. RAN2 to confirm the feasibility of RVQOE metrics (e.g., whether the time of the measurement of buffer level is reported as absolute/relative timestamp or not reported at all)

Observation 1: Reporting the QoE metrics “Average Throughput” and “Play List” by UE seems cumbersome as it includes a lot of information elements. Even a simplified version of Play List (e.g., an indication from the application to the AS whenever the video representation changes, or the video stalls) seems too much overhead and would be quite frequent.

Proposal 2: Average Throughput and Play List (even simplified version) seems a lot of signalling overhead in RRC and should not be considered as RVQOE metrics for Rel-17

Proposal 3: Send LS to SA4 to check if RVQOE values can be reported by UE i.e., certain QoE metrics of interest to RAN can be represented qualitatively in terms of a numerical QoE score or objective representation. Further check whether this should be pre-defined in SA4 specifications or configurable by NG-RAN
Proposal 4: RVQOE has the same priority as legacy QoE. The main purpose of RVQOE is to expose QoE metrics to RAN and not for enabling QoE aware real-time scheduling
Proposal 5: RVQOE and legacy QoE are configured and reported together
Proposal 6: The RAN generates the RVQOE measurement configuration upon receiving the signaling or management based QoE configuration (with RVQOE indication) from OAM

Proposal 7: Send LS to RAN2 to check the following:
1) Whether the RAN can request the full set of RVQOE metrics from the UE or if a subset of RVQOE metrics can be requested for a service type
2) Whether the ID used to identify QoE measurements can be reused for identifying the RVQOE measurements or a new ID is needed
Proposal 8: RVQOE configuration is propagated from the source to target node upon mobility in RRC_CONNECTED or during context retrieval upon resumption from RRC_INACTIVE.
Proposal 9: RVQOE report can be signaled from the target to the source node post a successful handover. FFS on the Xn message to be used.
Proposal 10: gNB-CU may signal RVQOE report to gNB-DU over F1
Proposal 11:  If QoE reporting is paused or resumed, the corresponding RVQOE reporting is paused or resumed accordingly.
Proposal 12: Multiple simultaneous QoE measurements can be supported for RVQOE. Send LS to RAN2 to confirm.
Proposal 13: Per-slice RVQOE and alignment of RVQOE with radio-related measurements can be discussed post progress on the corresponding topics for the legacy QoE.
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Table D.4 — List of buffer level

The key is BufferLevel (n), where n is a positive

buffer level is recorded every n ms.

nents is available starting from the current playout time.

Key Type Description
BufferLevel List List of buffer occupancy level measurements during
playout at normal speed.
Entry Object One buffer level measurement.
t Real-Time Time of the measurement of the buffer level.
level Integer Level of the buffer in milliseconds. Indicates the playout

duration for which media data of all active media compo-

integer defined to refer to the metric in which the
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