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Introduction
Previously the issue of RRC Reject Template for the gNB-DU and whether the gNB-DU is allowed to formulate the RRC Reject on its own was discussed as part of the Rel-17 SON WI and specifically load balancing. In the following we will elaborate on the issues and based on our analysis we will bring forward our proposals
[bookmark: _Ref178064866]Discussion
[bookmark: _Hlk78980815]As mentioned above the issue of whether the gNB-DU is allowed to formulate the RRC Reject on its own has been earlier discussed. In RAN3#110 we read the following in the offline discussion:
To be continued in TEI17
RRC Reject template for the DU: it shall be clarified if the DU is allowed to formulate the RRC Reject on its own.
During RAN3#110, in [1] a use case where the gNB-DU becomes overloaded was discussed. In that case the gNB-DU informs the gNB-CU via the F1: GNB-DU STATUS INDICATION message and the gNB-CU may respond with the F1: NETWORK ACCESS RATE REDUCTION message where it provides guidance concerning handling of incoming traffic. Upon receiving the NETWORK ACCESS RATE REDUCTION message, the gNB-DU still has to send the Initial UL RRC Message (without DU to CU RRC Container) and the gNB-CU shall encode the RRC: RRCReject and send it to gNB-DU for transmission. 
In order to avoid the extra signalling, a mechanism was proposed that would enable an overloaded gNB-DU to avoid unnecessary forwarding of access requests to the gNB-CU. The idea would be that the gNB-CU may provide the gNB-DU with a template RRCReject message, which the gNB-DU will use as long as it is allowed to. This message can be provided to the gNB-DU in the same F1: NETWORK ACCESS RATE REDUCTION message, in a new RRC container. 
By looking carefully into the use case, one observation is that the use case described, where it is claimed that the gNB-DU would have difficulties signalling the Initial UL RRC Message to the gNB-CU, is not so critical because a gNB-DU may flag overload via the GNB-DU STATUS INDICATION before it reaches a saturation level that would make it difficult to generate signalling towards the gNB-CU. Namely, the DU could generate the GNB-DU STATUS INDICATION message when the gNB-DU is for instance at 70% load. In this condition the gNB-DU is still able to signal a GNB-DU STATUS INDICATION message to the CU and to receive a NETWORK ACCESS RATE REDUCTION message from the gNB-CU, if needed. It shall be noted that by means of the NETWORK ACCESS RATE REDUCTION, UAC mechanisms can be activated and the rate at which UEs attempt RRC setup will be decreased, hence alleviating the gNB-DU overload problem.
Nevertheless, if we would really wish to provide a solution for the issue highlighted in [1], we need to consider in the first place where the problem takes place. One question that immediately comes to mind is why the gNB-CU should provide a template RRCReject to the gNB-DU, given that the scenario considered is where the rejection is due to an issue at the gNB-DU. It is clear that all the information concerning the gNB-DU overload are at the gNB-DU. Namely, the gNB-DU has a problem, the gNB-DU has to reject UEs, the gNB-DU knows the wait time to include in the RRCReject to the UE, as the gNB-DU knows the nature of the problem and can choose the wait time as it believes it best suits the gNB-DU issue causing rejection. 
Conclusion 1: Since the rejection is due to an issue within the gNB-DU, the gNB-CU is not best equipped to send a template RRCReject to the DU, as all the necessary information to include in the RRCReject is in the gNB-DU.
To recap, it naturally follows if the gNB-DU is overloaded and it needs to reject UEs, then it should be the gNB-DU to encode the RRC Reject because the gNB-DU is the only node aware of its overload condition and it is the only node that can select the wait time to signal to the UE in a way that best resolve the gNB-DU overload problem at a given point in time. It does not seem to make sense to let the gNB-CU to select the wait time for the UE, when the gNB-CU does not know the details of the overload issue the gNB-DU has. So if we wish to actually solve the issue, we should allow that the gNB-DU generates the RRC Reject without the need to receive RRC Reject templates.
[bookmark: _Hlk78980541]Based on the above we formulate two proposals:

Proposal 1: The use case where an overload at the gNB-DU is such to prevent even F1 signalling from gNB-DU to gNB-CU can be solved by letting the gNB-DU declare overload in advance, instead of waiting for such critical signalling load status. For this reason the enhancements based on RRC Reject templates are not worth the impact on the system
Proposal 2: If RAN3 is anyhow willing to enhance solutions for the use case of overload at the gNB-DU, we propose that the gNB-DU generates the RRC Reject autonomously without the need to receive RRC Reject templates from the gNB-CU.

Conclusion
In this contribution the issue of whether the gNB-DU is allowed to formulate the RRC reject on its own has been discussed and we made the following proposals:
Conclusion 1: Since the rejection is due to an issue within the gNB-DU, the gNB-CU is not best equipped to send a template RRCReject to the DU, as all the necessary information to include in the RRCReject is in the gNB-DU.
Proposal 1: The use case where an overload at the gNB-DU is such to prevent even F1 signalling from gNB-DU to gNB-CU can be solved by letting the gNB-DU declare overload in advance, instead of waiting for such critical signalling load status. For this reason the enhancements based on RRC Reject templates are not worth the impact on the system
Proposal 2: If RAN3 is anyhow willing to enhance solutions for the use case of overload at the gNB-DU, we propose that the gNB-DU generates the RRC Reject autonomously without the need to receive RRC Reject templates from the gNB-CU.
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