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Discussion and Decision
1. Introduction
Fourteen papers [1]-[14] have been submitted to this meeting to discuss open issues related to functional framework. These papers include a lot of useful material to progress this study item, however opinions in different papers are still very diverse on almost all open issues. 
It would be very beneficial for the group to progress on functional framework during this meeting. This is also highlighted in the updated work plan [15].
Based on the analysis of the submitted papers [1]-[14], this response paper proposes way forward on the following key topics:

· Approach to merge figure

· Data collection and data processing

· Performance feedback and model performance feedback

· Protocol related aspects.

2. Discussion
Approach to merge figure
The functional framework figure shows functional blocks and interfaces between these functional blocks to implement various AI/ML-based solutions in RAN. Different papers assume different solutions that require different functionalities and interfaces. Also, in different papers same blocks are assumed to perform different functions and same interfaces are assumed to be used for different information. Also, different ML models (e.g., supervised learning, unsupervised learning, reinforcement learning) require slightly different functional architecture as pointed out by some papers.
From the other perspective, the benefit of having functional framework figure is to study impact on existing RAN nodes and interfaces. From this perspective a figure that includes more options (more functional blocks and more interfaces) is better. It will not harm to have an interface A on the functional framework figure and conclude that existing interface B can be reused to implement interface A. On the other hand, if some functional block or interface is missing on the functional framework figure, it cannot be studied and will be implementation specific.
Proposal 1.1: It is proposed to have common functional framework figure that includes all essential functional blocks and interfaces from submitted papers in order to study impact on RAN nodes and interfaces without limiting ML models and algorithms.
As described in some papers, there are two types of interfaces in the functional framework:
· ML model/algorithm-independent

· ML model/algorithm-dependent.

Examples of ML model/algorithm-dependent interface are two interfaces between Model Training and Model Inference blocks (model deployment/update and model performance feedback). Protocols and information contents on these interfaces are different for different ML models and cannot work properly if Model Training and Model Inference blocks use different models or algorithms.
Examples of ML model/algorithm-independent interfaces are interface between Model Inference and Actor and interface between Actor and Subject of action. These interfaces are limited to actions that could be taken by RAN nodes and to information that can be understood by RAN nodes from different manufactures. 
Proposal 1.2: It is proposed to distinguish proprietary ML model/algorithm-dependent interfaces and ML model/algorithm-independent interface that can be defined in a standardized way. Discussion time priority should be given to model/algorithm-independent interfaces.

In different papers same blocks are assumed to perform different functions and same interfaces are assumed to be used for different information. Different understanding prevents smooth convergence to the common functional framework.
If there is different understanding of a block functionality, it is proposed to split into several functions accommodating different views. These could be then different blocks or subblocks.
One example is current Data Sources block. According to different papers three functions have been mentioned:

· Data collection

· Data preparation

· Analyzing performance feedback and triggering model retraining.
If Data Sources functionality is decomposed into clear functions, it should be either to understand proposals and converge to common framework.
Similar for interfaces it is better to clearly mention what kind of information is expected to be delivered.
Proposal 1.3: It is proposed to clearly define functions of each functional block and information to be transmitted via each interface as described in each proposal. Then attempt to converge to common description trying to accommodate as many different proposals as possible.
Data collection and data processing

Data collection functionality of Data Sources block is independent of a particular ML model or algorithm. Data processing is tailored for particular ML models and algorithms as mentioned in several papers. If it is part of Data Sources block, this basically means that each data source shall have some ML model-dependent functionality. Then, most interfaces on the functional framework figure become ML model-dependent and could not be defined in an interoperable way. In other words, in such case data sources, model training and model inference shall be from one manufacture. This is too limiting and does not leave much room for standardization.
If data processing is not part of Data Sources block, than interface between Data Sources block implementing data collection and some other block (e.g., Model Training) implementing data processing is independent of a particular ML model or algorithm and could be defined in 3GPP. 
Proposal 2: It is proposed that Data Sources block functionality is limited to ML model-independent functions, i.e., data collection. ML model-dependent functions like data processing or deciding on model retraining should be inside ML model-dependent blocks, e.g., inside Model Training block.
Performance feedback and model performance feedback
Analyzing submitted papers, the difference between performance feedback and model performance feedback is as follows:
· Performance feedback is feedback after some actions are taken. Such feedback is generated by some parts of RAN. Examples are throughput, HO success, RLF, etc.

· Model performance feedback is feedback that could be generated directly by ML model. Examples are processing and memory load and response time of Model Inference, some performance metrics, e.g., prediction accuracy etc.

Both types of feedback could be useful to study. 
As mentioned in some papers some part of performance feedback is basically automatically coming from Data Sources, e.g., RLF report. As mentioned in other papers for reinforcement learning some specific performance feedback is generated by RAN that should go directly to Model Training.
Proposal 3.1: It is proposed that both performance feedback and model performance feedback are considered in the functional framework. Also, it is proposed that both general performance feedback and ML model-specific performance feedback are considered with two separate interfaces.
One important related topic looks like missing in the current discussion. Several papers proposes to have model performance feedback including some model performance metrics. But such metrics require test data and test data is not part of inference data. At least for supervised ML models test data shall be labeled and as a result is part of training data, not inference data.
Proposal 3.2: In order to generate model performance metrics it is proposed to consider providing test data to Model Inference. One option would be to provide it from the data processing functionality.
Protocol related aspects

In some papers it is proposed to define some specific ways to prepare data or request/ transmit data.
This are a kind of protocol related aspects and could be discussed in use cases / solutions or even postponed to later normative phase.
Proposal 4: It is proposed not to discuss details of data transmission protocol within functional framework.
3. Conclusion
Proposal 1.1: It is proposed to have common functional framework figure that includes all essential functional blocks and interfaces from submitted papers in order to study impact on RAN nodes and interfaces without limiting ML models and algorithms.

Proposal 1.2: It is proposed to distinguish proprietary ML model/algorithm-dependent interfaces and ML model/algorithm-independent interface that can be defined in a standardized way. Discussion time priority should be given to model/algorithm-independent interfaces.

Proposal 1.3: It is proposed to clearly define functions of each functional block and information to be transmitted via each interface as described in each proposal. Then attempt to converge to common description trying to accommodate as many different proposals as possible.
Proposal 2: It is proposed that Data Sources block functionality is limited to ML model-independent functions, i.e., data collection. ML model-dependent functions like data processing or deciding on model retraining should be inside ML model-dependent blocks, e.g., inside Model Training block.
Proposal 3.1: It is proposed that both performance feedback and model performance feedback are considered in the functional framework. Also, it is proposed that both general performance feedback and ML model-specific performance feedback are considered with two separate interfaces.

Proposal 3.2: In order to generate model performance metrics it is proposed to consider providing test data to Model Inference. One option would be to provide it from the data processing functionality.
Proposal 4: It is proposed not to discuss details of data transmission protocol within functional framework.
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