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1	Introduction
In RAN3 #110-e the following was agreed:
- The input/output and the location of AI inference should be studied case by case.
- Training aspects are FFS
In this paper we address the open issues from RAN3 #110-e above and discuss our views on architectural aspects to enable AI/ML in the RAN.
2	Discussion
It was agreed in RAN3 #110-e that the location of ML inference should be studied case by case and that training aspects are FFS. In this contribution, we would like to discuss different deployment scenarios of training and inference along with some considerations that may affect the possible deployments.

Training of an ML algorithm is fundamental in the performance of ML and should be in the scope of this SI. Depending on the problem under consideration, training can take a very long time to complete (even in the order of weeks) and may require a vast amount of data. For such applications it is preferred to consider training at the OAM since more computing capacity is available. In addition, OAM has access to all network measurements which could be used for the training. Training at OAM would run offline.

Proposal 1: Training of an ML model at the OAM should be allowed to support offline training.

Depending on the complexity of the ML model, training at a gNB may not be possible unless the gNB has hardware acceleration. Inference may also require hardware acceleration but in principle it has less requirements than training.  
Proposal 2: Discuss in RAN3 the assumptions for the gNBs processing power and capabilities and whether those shall be considered for the purpose of running ML. 

Another aspect involves the type of ML models under consideration. Even though ML models are not in the scope of this SI some aspects related to ML models may affect the possible deployment scenarios. For instance, it hasn’t been discussed whether ML models will be proprietary or multi-vendor. A proprietary model will be vendor-specific and cannot be deployed at the network of a different vendor. Multi-vendor ML models provide more deployment flexibility.

Proposal 3: Discuss in RAN3 whether ML models are expected to be proprietary or multi-vendor since this will affect the preferred deployment options. 

Next, we present some deployment options that we consider feasible for the selected use cases to be studied, namely energy saving, load balancing, mobility enhancements/traffic steering. Since those use cases are all L3 use cases, they share common deployment options. These are illustrated in Figure 1. Note that for Figure 1 b) the Actor could alternatively be located also in the OAM in certain cases when OAM can take actions for RAN. 


[bookmark: _Ref71213445]Figure 1 Deployment option possibilities for the use cases of Energy Saving, Load Balancing, Mobility Enhancements/Traffic Steering: a) Training at OAM/Inference at gNB, b) Training and Inference at OAM, c) Training and Inference at gNB.
                     
The options illustrated in Figure 1 have both drawbacks and positive sides.  

Training at OAM can increase the amount of signaling as opposed to training locally at the gNB. Furthermore, if also inference is placed in OAM the amount of required signaling increases even further. If inference is at OAM side, then in addition to very high signaling the latency of taking inference actions increases as opposed to having inference at the gNB side. 

Training and inference at gNB have a lower scope since the amount of information available is limited to the gNB. However, it is possible to increase the scope of AI/ML approach by collecting extra information from other gNBs/nodes. On the contrary, when Training is at OAM side the latter can have access to more information and therefore the scope of the optimization is higher. At the same time training at OAM allows to consider only gNB-based optimization (if a decrease in the scope is desirable).

All deployment options are applicable for unsupervised and supervised learning. However, if training and inference are located at different network entities then Reinforcement Learning is not applicable. Still, in case training is at OAM and inference at gNB, Reinforcement learning with Offline Training is possible by letting the Q-table/network(s) to be trained periodically at the OAM and the inference to happen at the gNB.

Training can have high impacts to the entity that performs it due to the high processing and storage requirements. Therefore, in certain cases, depending on the complexity of the Trained ML model hardware acceleration may be necessary. This is not anymore the issue if training takes place in the OAM.

Finally, training at the OAM does not target specific UEs. Training could be with respect to a group of UEs satisfying certain conditions or according to a UE distribution. On the contrary, if training is deployed at the gNB side then UE-specific optimization is possible.  
 
The above is summarized in Table 1.

Proposal 4: RAN3 should discuss the deployment options and decide the preferred deployments for the way forward and for capturing in the TR 37.817. 
[bookmark: _Ref71217212]Table 1 Table summarizing different deployment options.
	
	Training and Inference at gNB
	[bookmark: _Hlk71209009]Training at OAM, Inference at gNB
	Training and Inference at OAM

	Signalling Load
	Low signalling 
	High signalling 
	Very High signalling

	Latency
	Lower latency
	Lower latency
	Higher latency

	Scope
	Lower scope 
- optimization per gNB
- with higher signaling overhead scope can be increased
	Possible higher scope 
- optimization can be over all gNBs managed by OAM  
	Possible higher scope 
- optimization can be over all gNBs managed by OAM

	Applicable ML Algorithms
	Unsupervised,
Supervised, AND Reinforcement Learning
	Unsupervised,
Supervised, AND Reinforcement Learning (with offline training) 
	Unsupervised, Supervised, AND Reinforcement Learning

	AI related hardware acceleration at gNB
	May require hardware acceleration
	No hardware acceleration necessary
	No hardware acceleration necessary

	UE specific optimization
	Optimization can target specific UEs
	Optimization cannot target specific UEs
	Optimization cannot target specific UEs












 




3	Conclusion
Proposal 1: Training of an ML model at the OAM should be allowed to support offline training.
Proposal 2: Discuss in RAN3 the assumptions for the gNBs processing power and capabilities and whether those shall be considered for the purpose of running ML. 
Proposal 3: Discuss in RAN3 whether ML models are expected to be proprietary or multi-vendor since this will affect the preferred deployment options. 
Proposal 4: RAN3 should discuss the deployment options and decide the preferred deployments for the way forward and for capturing in the TR 37.817. 
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