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Introduction
During RAN3 #110e and RAN3 #111e meeting, following open issues are captured for functional framework:
	- Training aspects are FFS
The definition of Lifecycle related terminologies should be included in the TR. The detailed definition of these terminologies such as Data collection, ML model, model training, model inference can be discussed in the second round.
- Confirm that feedback from action to data sources is performance feedback, remove related FFS from Editor Note.
- Feedback from action can be used for to model training, whether model training achieves feedback from action directly is FFS.
- Postpone the discussion on other open issues proposed by R3-210617.
- The use cases agreed to start from at RAN3#110 E-meeting could be prioritized.
- Postpone the discussion on detailed description of use case to next meeting.
- whether Actor and Subject of action should be in one box or separate
- whether model training achieves feedback from action directly
- whether to change “Data sources” to “Data collection & preparation”, whether to change “Model training” to “Model training (offline/online)”.
- whether to remove Model performance feedback from Model inference to Model training


In this contribution, we further discuss the functional framework to support AI/ML enabled NG-RAN network and the corresponding definitions of each box and exchanged information.
Discussion
Training aspects
As described in the SID, one of the key aspects need to be studied is the required data as input/output for AI function.
	a) [bookmark: OLE_LINK1][bookmark: OLE_LINK2]Study standardization impacts for the identified use cases including: the data that may be needed by an AI function as input and data that may be produced by an AI function as output, which is interpretable for multi-vendor support.


Both training and inference are key components of AI function. The data collected from different network nodes/UEs (e.g. measurements, reports, events, etc) can be used as input for model inference, based on which network can make decisions or provide predicted value accordingly. Moreover, as described in the function framework [1], performance feedback is also required from “Action” nodes. With the help of such feedback, the model training is able to continue optimizing model parameters accordingly. Moreover, different locations of model training also have different standards impact. For example, if model training is in CN, data collection and model deployment may need to be transmitted over NG interface. A light model training can be supported in gNB-CU, wherein F1 interface may be impacted. Hence, it is important to study the training aspects within this study item. 
Observation 1: [bookmark: _Ref71192315]Model Training may have different specification impacts based on how data collection and transmission should happen via existing interfaces, considering different placements of model training. 
Proposal 1: [bookmark: _Ref71192323]Model Training aspects should be studied in this Study Item.
“Model Training” vs. “Model training (offline/online)”
As discussed in the companion contribution [2], there are three types of machine learning classification that should be further discussed in this SI.
For supervised learning and unsupervised learning, both online training and offline training can be considered. When offline training is used in the system, inference model is deployed in NG-RAN and the decisions/predictions are based on a fixed model. This requires well-trained inference model before deployment, otherwise decisions and predictions may not be accurate due to lack of online training and model iteration. 
For reinforcement learning, the agent is required to response to the reward feedbacked from the environment. It is important to provide a close-loop training environment and support online training.
Observation 2: [bookmark: _Ref71192330]Online training can help to improve accuracy of machine learning output. Online training is essential to support reinforcement learning.
Proposal 2: [bookmark: _Ref71192334]Both online training and offline training should be supported.
“Data source” vs. “Data collection & Preparation”
The main difference between “Data source” and “Data collection & preparation” lies on whether such functional entity should be responsible for data processing before it sends certain data to “Model training”. From our understanding, data preparation is essential to digest the received raw data from different network nodes/UEs, such as labeling, etc. However, “Data source” can be interpreted to literally mean “source” of data only. Hence, we prefer to use “Data collection & preparation” in the functional framework. Detailed definition is provided in the Annex A.
Proposal 3: [bookmark: _Ref71194291] Use “Data collection & Preparation” in the functional framework.
Performance feedback to “Model Training”
During email discussion in RAN3 #111e meeting [3], some companies proposed that performance feedback should be directly provided to “Model Training”. From our understanding, performance feedback refers to the wireless performance feedback which can reflect environment or system performance, including throughput, latency, etc. For reinforcement learning, this may also include rewards (e.g. positive, negative, etc). As discussed above, we believe that such information is essential for model training, especially for reinforcement learning. However, performance feedback to “Data collection & preparation” (“Data source” in TR 37.817 V0.1.0 [4]) does not prevent the “Model Training” host to use such information. It is also hard for model training to map the received performance feedback with corresponding decisions and source training data. However, “Data collection & preparation” (“Data source” in TR 37.817 V0.1.0 [4])  can provide the correlation between data source and corresponding performance feedback to “Model training” with assistance of possible time stamp, etc. Hence, direct performance feedback is not essential to “Model training”.
Proposal 4: [bookmark: _Ref71192345] Direct performance feedback to “model training” is not essential.
One/Separate box for “Actor” and “Subject of action”
In the email discussion during RAN3 #111e meeting [3], one question was raised to discuss whether “Action” and “Subject of action” should be merged into one box. There was no consensus, as some companies preferred one box is clear to reflect the function of action, while some companies preferred to use separate boxes to represent different locations of subject of actions. In general, we agree with both intentions. From functionality point of view, machine learning is separated into four key components, data source, model training, model inference, and actor. However, from network entities’ point of view, it is also possible that decision/prediction is performed across many network nodes in different functional entities. To get a consensus from both options, we propose to have one common box named “Actor” and one or more “Subject of actions” within “Actor” (details can be found in Annex A). 
Proposal 5: [bookmark: _Ref71192351]One common box named “Actor” is better to contain multiple boxes of “Subject of actions”, to represent multiple network entities playing “Subject of action” under the single “Actor”.
Model performance feedback from “Model inference” to “Model training”
From the previous discussions, it was not clear what should be included in the model performance feedback. From our understanding, this feedback is used to capture how environment is responding to a certain decision made by model inference. Such feedback may only be available after action is taken. Thus, we think that model performance feedback is not needed directly from “Model inference” to “Model training”.
Proposal 6: [bookmark: _Ref71192360]Performance feedback of a model could be only available from the environment after a certain action is taken. The direct performance feedback from “Model inference” to “Model training” is not needed.
However, considering distributed learning or federated learning discussed in the companion contribution [2], deployed machine learning models for each distributed network node can be optimized and compressed. To provide such customized machine learning models, some basic information, such as hardware capability, should be provided to “Model training”. In this case, “Inference host assistance information” is needed from “Model inference” to “Model training”.
Proposal 7: [bookmark: _Ref71192366]Consider “Inference host assistance information” from “Model inference” to “Model training”, indicating capability of the Model inference host.
A text proposal for the above proposals is provided in Annex A, including definitions and functional framework of RAN intelligence.
Proposal 8: [bookmark: _Ref71193068]Agree the text proposal in Annex A.
Conclusion
In this contribution, we discussed remaining FFSs of functional framework of RAN intelligence network, a text proposal to TR 37.817 [4] is also proposed to be agreed.
We propose the following observations and proposals:
Observation 1: Model Training may have different specification impacts based on how data collection and transmission should happen via existing interfaces, considering different placements of model training.
Proposal 1: Model Training aspects should be studied in this Study Item.
Observation 2: Online training can help to improve accuracy of machine learning output. Online training is essential to support reinforcement learning.
Proposal 2: Both online training and offline training should be supported.
Proposal 3: Use “Data collection & Preparation” in the functional framework.
Proposal 4: Direct performance feedback to “model training” is not essential.
Proposal 5: One common box named “Actor” is better to contain multiple boxes of “Subject of actions”, to represent multiple network entities playing “Subject of action” under the single “Actor”.
Proposal 6: Performance feedback of a model could be only available from the environment after a certain action is taken. The direct performance feedback from “Model inference” to “Model training” is not needed.
Proposal 7: Consider “Inference host assistance information” from “Model inference” to “Model training”, indicating capability of the Model inference host.
Proposal 8: Agree the text proposal in Annex A.
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Annex A – Text Proposal to TR 37.817 [4]
//////////////////////////////////////////////////////////////irrelevant operations skipped/////////////////////////////////////////////////////////////////////
Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
· Data collection: Data collected from the network nodes, management entity or UE, as a basis for ML model training, data analytics and inference.
· ML Model: A data driven algorithm by applying machine learning techniques that generates a set of outputs consisting of predicted information, based on a set of inputs 
· ML Training: An online or offline process to train an ML model by learning features and patterns that best present data and get the trained ML model for inference.
· ML Inference: A process of using a trained ML model to make a prediction or guide the decision based on collected data and ML model.
· Data Collection & Preparation: The network function which hosts data discovery, collection, preparation that is used for model training and model inference. The data is collected from the network nodes, management entity or UE.
· Model Training Host: The network function which hosts the training of the model, including offline and online training.
· Model Inference Host: The network function which hosts the ML model during inference mode.
· Actor: The entities which host an ML assisted solution using the output of ML model inference.
· Action: An action performed by an actor as a result of the output of an ML assisted solution.
· Subject of Action: The entity or function which is configured, controlled, or informed as result of the action.
· Training Data: Data needed for training the ML model, including data collected from network nodes and UEs, and performance feedback.
· Inference Data: Data needed as input for the ML model for inference.
· Model deployment/update: Deploy or update ML model to model inference host.
· Inference Host Assistance Information: Assistance information indicating capability of model inference host handling one ML inference model.
· Performance Feedback: Data represented environment feedback to action, including wireless performance and rewards from environment for one action.

[bookmark: _Toc55814333]

//////////////////////////////////////////////////////////////irrelevant operations skipped/////////////////////////////////////////////////////////////////////
4.2	Functional Framework
Editor Note: the details for the framework below is FFS including whether Actor and Subject of action should be in one box or separate, whether feedback from action to Model training host is needed, the name in each box is from functionality or from processing point of view, the feedback from Subject of action to the Data sources is Performance feedback or Model performance feedback and other possible refinement.



Figure 4.2-1: Functional Framework for RAN Intelligence
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