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1 Introduction
In last RAN3 meeting, the following agreements were achieved for service interruption reduction, packet loss and unnecessary packet transmission:

	For intra-donor migration:

Use concurrent TNL migration of all descendant nodes during intra-donor topology adaptation to reduce interruption time. 

Consider the following options to support transferring RRCReconfiguration for descendant IAB over source path 

- Sol1: the RRCReconfiguration for the child IAB is buffered in the parent DU, and it is only sent to the child IAB when a prerequisite step is satisfied/performed.

- Sol2: the RRCReconfiguration for the child IAB is buffered in the child IAB-MT, and it is only executed when a prerequisite step is satisfied/performed.

- Sol3: the RRCReconfiguration for the child IAB is not buffered in the parent DU or child IAB-MT, and is executed by the child IAB-MT upon reception. 

- Sol4: by CU proper implementation. CU control the time to send RRCreconfiguration for each descendent IAB-node, the parent node of each IAB-node does not need to buffer their RRCReconfiguration, and each IAB-node can apply the RRCReconfiguration just when receiving it.   

Agree inter-donor-DU re-routing can be used to address UL packet loss. FFS on other enhancement when re-routing cannot address UL packet loss or re-routing is unavailable; FFS on enhancement to address unnecessary DL transmission

WA: MOBIKE can be used to reduce service interruption during Intra-Donor-CU Inter-Donor-DU Topology Adaptation. FFS whether it affects RAN3 specification. 


In this contribution, we will continue to discuss those issues under intra-donor CU/inter-donor DU migration. 
2 Discussion 
2.1 Service interruption reduction 

The service interruption is mainly resulted from the parent node change during the migration procedure.  If the migrated IAB node and its descendant node(s) can start the data communication with the IAB donor CU as long as top-level IAB-MT accesses to the target parent node, the service interruption can be reduced in the largest extent. To achieve this, the following configurations should be given to the IAB node:

· New IP address: this can help the IAB node perform the group update for all TNL associations of F1-C traffic and all GTP-U tunnels of F1-U traffic. In other words, if such information is provided, the IAB node can migrate all of its TNL associations and GTP-U tunnels to the new address(es), and the F1-C/F1-U connection towards IAB donor CU are established. This information can be provided by RRCReconfiguration message. 
· Mapping information for non-UP traffic: this information is normally provided via the F1AP message when F1 interface is set up with the IAB donor CU. To achieve this, one possible way is to pre-configure the non-UP traffic mapping via F1AP before sending RRCReconfiguration message to IAB-MT. However, this way may have the risk of causing invalid configuration if IAB-MT migration is failed. Alternatively, the RRCReconfiguration can contain the default BAP configuration for non-UP traffic as defined in Rel-16. This way can avoid the risk caused by F1AP based method. 

· Mapping information for UP traffic: this information is normally provided via the non-UE associated procedure, i.e., the F1 IAB UP CONFIGURATION UPDATE procedure. However, all those signaling should be performed before sending RRCReconfiguration. Similar to the mapping configuration for non-UP traffic, the IAB-MT migration failure may cause the invalid configuration. Alternatively, the F1 IAB UP CONFIGURATION UPDATE can be triggered after IAB-MT migration; however, this causes further interruption of UP traffic transmission. Since RRCReconfiguration message does not contain the mapping information for UP traffic, the UP traffic may face longer interruption than non-UP traffic. 

Observation 1: the current RRCReconfiguration cannot provide the mapping information for the UP traffic so that it may result in large service interruption for UP traffic.
To resolve this issue, a similar scheme as non-UP traffic can be used. Specifically, the RRCReconfiguration message can include default configuration for the F1-U traffic, e.g., default BAP routing ID, default BH RLC CH. The QoS guarantee may be the concerns from proponents. However, this can be solved by setting such default BH RLC CH with the highest priority. Moreover, this status is a temporary status, which cannot be last for a long period so that the QoS would not be a problem. 

Proposal 1-1: to reduce the service interruption, the RRCReconfiguration message can include default UP mapping information, i.e., default BAP routing ID, default BH RLC CH, for all F1-U traffic. 
After top-level IAB-MT migration, the data transmission of migrated IAB node and its descendant nodes is anchored to the new donor DU. Thus, to reduce the service interruption, the above three configurations (i.e., new IP address, mapping information of non-UP traffic, mapping information of UP traffic) should be applied to the descendant nodes as well. In other words, the concurrent configuration update at the descendant nodes can reduce the service interruption. In last meeting, four solutions are proposed. 
· Solution 1 (buffer RRCReconfiguration at parent DU)
The IAB donor CU can pre-send RRCReconfiguration message to the parent node of each descendant node by indicating to delay its transmission. When the top level IAB-MT successfully access to the target parent node, its collocated IAB-DU can send the buffered RRCReconfiguration message to its child. Similar method can be applied to descendant node(s). The Fig. 1 gives one example. In Step 1&Step2, the RRCReconfiguration messages for Descendant node 1 and Descendant node 2 are sent to migrated IAB node and Descendant node 1, respectively, with a Delay Sending Indication.  After success RACH of migrated IAB node, it can send RRCReconfiguration message to descendant node 1 in step 6; then, descendant node 1 can send the RRC message of Descendant node 2 at step 6.  With this method, the descendant nodes can be switched to the target path almost at the same time as the top level migrated IAB node, and the service interruption time can be reduced similarly as the top level migrated IAB node. 
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Fig. 1 Delay transmission of RRCReconfiguration message
In last RAN3 meeting, some issues are raised for this solution. For example, how to deal with the buffered RRCReconfiguration if top-level IAB-MT access is failed? This may not be a big issue. If the failure case occurs, the top-level IAB-DU will not send the buffered RRCReconfiguration, so are the descendant nodes. If a new RRCReconfiguration message is received by IAB node, it can overwrite the buffered one. 
· Solution 2 (buffer RRCReconfiguration at parent DU)

In this solution, IAB-DU needs send an indication to its child IAB-MT. Such indication is sent by the top-level IAB-MT when successfully accessing, or sent when the collocated IAB-MT receives the indication from its parent node. This solution has the similar effort as Solution 1. However, it needs RAN2 input. 
· Solution 3&4 (by implementation)

Both solutions do not have specification impact. To reduce the service interruption, the best timing for configuration update is rightly at the time when the top-level IAB-MT accesses to the new parent nodes. Solution 3 indicates that the descendant IAB-MT should receive the RRCReconfiguration after top-level IAB-MT accesses. Solution 4 indicates that the donor CU should send the RRCReconfiguration to descendant nodes when the top-level IAB-MT accesses to the new parent nodes. In this sense, solution 3 and solution 4 do not have much difference. However, these solutions result in that the data transmission cannot be performed between instant of top-level IAB-MT success access and that of receiving RRCReconfiguration.  Thus, the service interruption is larger than solution 1&2. 

By comparing the above 4 solutions, solution 1 is the simplest one without RAN2 impact. 

Proposal 1-2: to reduce the service interruption, the RRCReconfiguration for the child IAB is buffered in the parent DU, and it is only sent to the child IAB when the following condition is satisfied:

· Success RACH procedure towards the target parent node for top-level IAB node

· Reception of the RRCReconfiguration message by the collocated IAB-MT for descendant node(s) 
2.2 UL packet loss
The UL packet loss is resulted from:
· Issue 1: source IP filtering at the donor DU. This issue results in that the donor DU will discard the packets with unknown source IP addresses. 

To resolve this issue, RAN3 already agreed to use inter-donor-DU re-routing. However, the source IP filtering is configured by the operator. If the inter-donor-DU re-routing cannot be supported at the donor DU due to the mandatory implementation of source IP filtering for the sake of security, we need an alternative solution for UL packet loss. One candidate is UL DDS. The pre-condition of UL DDS is the accessing IAB node will buffer the packets till the UL DDS confirms the success reception at the IAB donor CU. However, we are wondering if such buffering operation is always needed, and the UL DDS is always needed since those will consume the resource of IAB node and the BH link (UL DDS transmission). In normal case (e.g., non-migration) or migration with inter-donor-DU re-routing enabled, the UL packet loss will not happen.  Thus, the UL DDS can be enabled when inter-donor-DU re-routing cannot be used.

Proposal 2-1: to combat the UL packet loss, the UL DDS can be applied when the inter-donor-DU re-routing is not applicable, and the enabling of UL DDS can be configured to the IAB node so as to enable the packet buffering. 
· Issue 2: On-the-fly packet discarding at the intermediate IAB node. This issue is resulted from that the IAB node will discard the received packet without configured routing entry for the BAP routing ID or destination BAP address. 
To resolve this issue, the BAP routing IDs in those on-the-fly packets should be changed to the ones applicable for the target path. There are two options:

· Option 1 (dedicate configuration) 
Each on-the-fly packet is configured with a dedicated BAP routing ID update so that the packet can be routed in the target path via the new routing and bearer mapping configuration. Since donor CU does not know the exact BAP routing IDs for the on-the-fly packets, it has to update all BAP routing IDs in-use via RRCReconfiguration message. 
· Option 2 (default configuration)

In this way, the default BAP routing ID and default BH RLC CH are configured for those on-the-fly packets without matched routing entry. Specifically, if an on-the-fly packet contains BAP routing ID without matched routing entry in the IAB node, the default BAP routing ID will replace the original one, and the IAB node will use the default BH RLC CH to forward the packet. In order to guarantee the QoS, such default BH RLC CH can be set the highest priority. Currently, RRCReconfiguration message already contains the default BAP routing ID and default BH RLC CH for non-UP traffic, which can be reused for this purpose. What is missing is to define default BAP routing ID and default BH RLC CH for UP traffic, which is also applicable for service interruption reduction. 
Compared to option 1, option 2 needs much less configuration, and once the default configuration is configured, it can be always used for any migrated IAB node. However, for option 1, the configuration has to be performed as long as there is IAB node migration. 

Proposal 2-2: the default BAP configuration (i.e., default routing ID, default BH RLC CH) for non-UP/UP traffic can be used for the transmission of the on-the-fly packets after IAB node migration, i.e., all the on-the-fly packets without matched routing entry should replace the BAP routing ID by the default routing ID, and transmitted via the default BH RLC CH. 
· DL Unnecessary packet transmission
With above proposal 2-2, the UL unnecessary packet transmission will not occur. For DL, if the on-the-fly packets are continuously transmitted without any change, the destination node will not receive them since the destination node is reconfigured. Thus, such continuously transmission becomes to be unnecessary, which wastes the resource. To resolve this issue, the solution should be able to resume the transmission of those on-the-fly packets at the intermediate nodes. Specifically, the destination IAB node can keep the old configurations of source path till the final on-the-fly packet is received. In this method, the top-level migrated IAB node can add a final packet indication in the final on-the-fly packet. 

Proposal 3: to avoid the unnecessary transmission of DL packets, the IAB node can keep the old configurations at source path till the final on-the-fly packet indication is received.  

3 Conclusions
In this contribution, we discuss the service interruption reduction for intra-donor IAB node migration, and propose:
Proposal 1-1: to reduce the service interruption, the RRCReconfiguration message can include default UP mapping information, i.e., default BAP routing ID, default BH RLC CH, for F1-U traffic. 

Proposal 1-2: to reduce the service interruption, the RRCReconfiguration for the child IAB is buffered in the parent DU, and it is only sent to the child IAB when the following condition is satisfied:

· Success RACH procedure towards the target parent node for top-level IAB node

· Reception of the RRCReconfiguration message by the collocated IAB-MT for descendant node(s) 
Proposal 2-1: to combat the UL packet loss, the UL DDS can be applied when the inter-donor-DU re-routing is not applicable, and the enabling of UL DDS can be configured to the IAB node so as to enable the packet buffering. 
Proposal 2-2: the default BAP configuration (i.e., default routing ID, default BH RLC CH) for non-UP/UP traffic can be used for the transmission of the on-the-fly packets after IAB node migration, i.e., all the on-the-fly packets without matched routing entry should replace the BAP routing ID by the default routing ID, and transmitted via the default BH RLC CH. 

Proposal 3: to avoid the unnecessary transmission of DL packets, the IAB node can keep the old configurations at source path till the final on-the-fly packet indication is received.   
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