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Introduction
RAN3 has previously agreed the following:
	The CP-based congestion indication may contain reporting:
- per BAP routing ID and/or
- per child link and/or
- BH RLC CH ID
(downselection is FFS).
The CP-based congestion indication reuses the F1AP GNB-DU Status Indication procedure.
The CP-based congestion indication pertains to DL congestion.
Consider the following two options for the UP-based approach to IAB congestion mitigation:
- No enhancements;
- Packet marking-based approach.


This paper discusses congestion mitigation in IAB networks, including control plane (CP)-based indication and the user plane (UP)-based approach. For the CP-based approach, we discuss the three Options that are available and propose a way forward. We also address the concerns that were raised for UP-based IAB congestion mitigation using packet marking.
Control-plane based congestion indication
RAN3 agreed to consider the following granularities for CP- (i.e. F1AP-) based congestion mitigation indication: 
· Per child link
· Per BH RLC channel
· Per BAP routing ID
One advantage of the CP-based congestion indication is that it is sent to the donor from the parent side of a congested link. This means that in case the congestion below the reporting node is caused by radio conditions, the delivery of the indication is not hindered by the congestion itself. The three options are analysed below.
Reporting granularity per child link 
In this case, an IAB node reports to the donor the ID of the child towards which the link is congested, where the child link indicator is the 32-bit gNB-DU UE F1AP ID. An IAB node can have up to 1024 children, meaning that, in the worst-case scenario, a list of 1024 IDs would need to be reported. The existing BAP mapping configuration messages carry up to 1024 entries, i.e. up to one for each child.
In our view, at least reporting per child link should be specified, because, in case of physical obstacles, the entire link is affected. If reporting per child link is not specified, and the entire link is congested, then either all BAP routing IDs pertaining to the link or all BH RLC channel IDs would have to be reported. Moreover, since BH RLC CH IDs are link-specific, it would anyway be necessary to report the corresponding child ID.
Proposal 1: RAN3 to specify the CP-based congestion indication with per child granularity.
Reporting granularity per BH RLC CH ID vs per BAP routing ID 
The 32-bit long BH RLC CH ID uniquely identifies a BH RLC channel in the link between IAB-MT of the IAB-node and IAB-DU of the parent IAB-node or IAB-donor-DU. Since a BH RLC CH ID is unique only between a parent and a child, as explained earlier, the BH RLC CH ID indication must be accompanied with the corresponding child ID. This does not hold for BAP routing ID, which is unique within a donor.
RAN3 agreed not to specify the actions taken by the donor based on the congestion indication, but the action primarily mentioned in the discussions was traffic rerouting, which is done per BAP routing ID. One could argue that all traffic in a BH RLC channel may need to be rerouted, but, in case some of the BAP routing IDs carried in a BH RLC channel terminate at the child, it may make more sense to “remove” from the congested BH RLC channel only certain BAP routing IDs (i.e. reroute them), for example those that terminate further downstream.
Another aspect to consider is that routing is solely based on the BAP Routing ID. Based on the BAP routing ID the previous hop node and ingress BH RLC CH ID, the IAB determines the next IAB node and the egress BH RLC channel towards the next hop node, based on the information contained in the BH RLC channel mapping configuration. This effectively means that packets with the same BAP Routing ID may be transmitted over different set of BH RLC channels between the donor DU and the destination node. Consequently, congestion indication per BAP routing ID would also require reporting the corresponding BH RLC CH ID. In other words, BAP PDUs carrying a BAP Routing ID may be mapped to and transmitted over multiple BH RLC channels. At the same time, one BH RLC channel may carry BAP PDUs with different BAP Routing IDs. 
Proposal 2: RAN3 to discuss whether there are merits of reporting granularity per BH RLC CH ID and per BAP routing ID.
User-plane based congestion mitigation
At the RAN3#111-e meeting it was decided to consider the following two options for the UP-based congestion mitigation:
· Packet marking.
· No enhancements.
The details of the packet marking based approach can be found in papers R3-210724 and R3-211043. In this paper, the concerns expressed with respect to packet marking are discussed.
Issue 1: The packet marking solution may not reflect the real-time congestion.
· The intention is not at all to reflect the congestion in real time. The short-term congestion events are to be solved by hop-by-hop flow control. The intention is to prevent the mid-term congestion from happening at all, and that is done by detecting and informing the donor that there is a trend of increase of queuing delays at intermediate nodes. This is an early sign of potential congestion, giving enough time for the donor to “slow down” before the actual congestion occurs.
Issue 2: The delay thresholds for packet marking may not be uniformly configured. For the reporting to be meaningful to CU-UP, RAN2 and/or RAN3 would need to specify the exact definition and measurement of delay at an IAB node, and based on this definition, triggers for packet marking.
· There is no need to specify the queuing delay thresholds, this is up to IAB-DU implementation. Note that we did not specify the thresholds for DU overload and CP-based congestion mitigation, since thresholds are always up to implementation. Besides, the IAB-DU has the best overview of its resource situation and is hence the “most competent” to determine whether the queuing delay is increasing.
Issue 3: The specification impact of packet marking is too large. 
· The specification impact is on the DDDS (as all the other options previously discussed). In addition, there is also BAP impact, in the form of a single bit in BAP header. Now the question here is: do we want a reactive or a proactive approach to congestion mitigation? If proactive approach is desired, then the potential congestion events need to be detected in intermediate nodes, because this is likely where the congestion will occur. Since the only layer accessible by intermediate nodes is the BAP, the BAP is hence the right tool for the intermediate nodes to indicate imminent congestion to the access node.
Issue 4:  Packet marking causes additional processing at the IAB node, which equivalently increases the transmission delay of the packet. 
· Please note that the bit in the BAP header is set only when packets are queued for long or begin to be queued longer and longer. Thus, the cost is not omni-present, but rather occasional. Moreover, even when present, the cost is negligible compared to all other operations that packet forwarding requires, such as searching the routing table, for example. 
Issue 5:  The benefit on top of “do nothing” solution is not clear.
· In legacy CU-DU split, there is one wired hop between the CU and DU. In IAB we have multiple wireless hops in between. The existence of multiple wireless hops is the main challenge of IAB end-to-end flow control. Packet marking addresses this additional challenge that IAB brings, by enabling early detection of potential congestion at the very place where the congestion occurs, i.e. at intermediate nodes, as opposed to the “do nothing” solution, which is reactive i.e. kicks in when the congestion has already manifested itself on packet losses or large delays.
Proposal 3: RAN3 to specify the packet marking-based approach for UP-based congestion mitigation.
Conclusion
[bookmark: _In-sequence_SDU_delivery]This paper discusses congestion mitigation in IAB networks. The following is proposed:
Proposal 1: RAN3 to specify the CP-based congestion indication with per child granularity.
Proposal 2: RAN3 to discuss whether there are merits of reporting granularity per BH RLC CH ID and per BAP routing ID.
Proposal 3: RAN3 to specify the packet marking-based approach for UP-based congestion mitigation.
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