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1 Introduction
In last RAN3 meeting, the following agreements were achieved for SCG activation/deactivation, 
	MN initiated SN modification procedure can be used for support of SCG (de)activation, and SN can decide whether to accept or reject SCG (de)activation request after receiving SN modification request message.

Activity Notification message sent from SN to MN, can be used for the MN to make final decision on SCG (de)activation. It is FFS whether no spec impacts or the Activity Notification message shall be enhanced, e.g., add a new SCG (de)activation suggestion IE.

MN can initiate SCG (de)activation during SN addition procedure, SN can decide whether to accept or reject SCG (de)activation request after receiving SN addition request message, FFS on how to reject it.


In this contribution, we will address this issue further. 
2 Discussions
In our understanding, the SCG activation/deactivation should contain three phases:

· Phase 1: SCG activity detection and reporting
· Phase 2: SCG (de-)activation control 

· Phase 3: SCG (de-)activation notification
2.1 SCG activity detection and reporting
Before (de-)activating SCG, the activity of SCG should be well detected. For aggregated gNB, the activity of SCG is determined by MN, SN, and UE, where MN has impact only if MN-terminated SCG/split bearer is configured; for disaggregated gNB, the activity of SCG is determined by MN-CU(-UP), SN-CU(-UP), SN-DU, and UE, where MN-CU(-UP) has impact only if MN-terminated SCG/split bearer is configured.  Since the UL UE is responsible for UL SCG activity, which needs RAN2 involvement, we only discuss DL SCG activity detection in the following part. In this phase, we face two issues:
· Issue 1: which node detects the SCG activity?

As indicated above, the SCG activity is impacted by several nodes, e.g., MN(or MN-CU, or MN-CU-UP) if MN-terminated SCG/split bearer is configured, SN-CU/SN-CU-UP if SN-terminated SCG/split bearer is configured. Apparently, the SCG can be deactivated only if all those nodes have no data for transmission via SCG, while the SCG has to be activated as long as any of those nodes have data for transmission via SCG. To solve this issue, two options can be considered:
· Option 1: SCG activity detection among all nodes impacting SCG activity
In this option, all the node takes the responsibility of detecting the SCG activity on its own. After that, each node can send the detection result to the node triggering SCG (de-)activation control.  For example, for aggregated case, SN/UE can send its own SCG activity to the MN, and MN triggers the SCG (de-)activation; for disaggregated case, SN-CU-UP and SN-DU can send its own SCG activity to the SN-CU, and SN-CU/UE can send SCG activity to MN-CU(-CP), and MN-CU(-CP) triggers the SCG (de-)activation. However, in this method, how to align the criteria for SCG activity detection among multiple nodes becomes critical. Specifically, if different nodes use different criteria on the SCG inactivity detection, the SCG deactivation may be inefficient. For example, as shown in Fig. 1, the traffic arrives every 5 seconds. MN detects the inactivity of SCG if the data transmission has been stopped for 1 second, while SN detects the inactivity of SCG if the data transmission has been stopped for 4 seconds. Thus, the SCG has to be deactivated when SN reports inactivity of SCG to MN after 4 seconds so that the SCG can be deactivated only for 1 seconds between two data burst. To solve this problem, an inactivity detection timer can be configured to each node, and such timer should be node specific since it is related to the traffic served by each node. 
· Option 2: SCG activity detection in one node

Regardless of gNB structure, the SCG is directly served by one node, e.g., SN in case of aggregated gNB, and SN-DU in case of disaggregated gNB. Thus, whether activating or deactivating SCG can be completely determined if there are packets pending for transmission. Inspired by this, this option considers to let SN/SN-DU to detect the SCG activity. Such option can overcome the issue on misaligned inactivity detection criteria in option 1. However, since the SCG activity is highly related to the traffic served by the SCG, the inactivity detection criteria can be varied depending on the served traffic. To achieve this, SN/SN-DU can be configured with the SCG inactivity detection timer by MN/SN-CU according to the traffic in the SCG. Then, the SN/SN-DU can report the SCG activity to MN/SN-CU. 

Compared to option 1, option 2 can detect the SCG activity precisely and there is no detection criteria alignment issue. Thus, we prefer to Option 2. 

Proposal 1: The SCG activity is detected by SN (in case of aggregated gNB)/SN-DU (in case of disaggregated gNB) only. 
· Issue 2: data transmission towards SCG
As the serving node of SCG, SN/SN-DU has to receive data packets from multiple nodes, e.g., MN-CU-UP, SN-CU-UP, and UE. Since those nodes send packets independently based on its own scheduling strategy, the SCG activation may become inefficient. For example, an UE is configured with SN/MN-terminated split bearer, and the serving node of SCG is SN-DU. The MN-CU-UP/SN-CU-UP may send packets to SN-DU even if only small number of packets are received from the core network (e.g., if two packets are received from the core network, the MN-CU-UP/SN-CU-UP may send one packet to MCG, and send another packet to SCG). Apparently, this is not an efficient way, and the efficient method is that the MN-CU-UP/SN-CU-UP can send those two packets via MCG only, so that the SCG can be kept in deactivation status). Thus, in order to avoid the unnecessary activation of SCG, the nodes with packets for transmission should control its sending method so that the packets will not be always sent packets to SCG.  For example, each node can be configured with a SCG activation threshold, e.g., the number of bytes, so that the packets will be sent to SCG only if the number of packets pending for transmission is equal or larger than such threshold. 
Proposal 2: To avoid unnecessary SCG activation, the nodes can control the packet transmission to the SCG, e.g., setting a SCG activation threshold.  
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Fig. 1 Different criteria for activity detection
2.2 SCG (de-)activation control
This phase aims at performing the SCG activation and deactivation. In last meeting, the SN addition procedure and MN-initiated modification procedure can be used to request the SCG activation/deactivation, in which the MN can request to activate/deactivate SCG, while SN can accept or reject it. Two left issues are:
· Issue 1: how to reject (de)activation request by SN in case of SN addition procedure

We didn’t see any difference between MN-initiated modification and SN addition procedure. If the SN wants to reject the (de)activation request, it can response the decision, and generate the RRC container accordingly. Optionally, the cause value can be given when rejecting. 

· Issue 2: SN-initiated modification procedure for SCG (de)activation

It is reasonable to support this scenario since SCG is served by SN. Also, if SRB3 is configured, SN can (de-)activate the SCG by itself. However, some companies mention this depends on RAN2 progress. Thus, it is OK to wait for moment. 
Proposal 3: The SCG (de-)activation control can be performed based on the hand-shake procedure, i.e., request the SCG (de-)activation, and then response it by reject/accept.  

Proposal 4: SN-initiated SCG (de-)activation or SCG (de-)activation via SRB3 can be supported from RAN3 point of view, while the final decision depends on RAN2 progress. 
In addition, if SN-CU-CP receives the (de-)activation request from MN, SN-CU-CP also needs forward such request to the SN-CU-UP and SN-DU to get the response, respectively. 

Proposal 5: the SCG (de-)activation request and response should be supported over F1 and E1. 
2.3 SCG (de-)activation notification
This phase is needed when the SCG (de-)activation is performed by SRB3, i.e., SN node (de-)activates SCG by itself. Thus, the SN needs inform the MN about the SCG (de-)activation status. However, since SCG (de-)activation via SRB3 needs RAN2 progress, we can hold on this issue for a moment. 
Proposal 6: SCG (de-)activation notification to MN can be discussed later when RAN2 has progress. 

2.4 Stage 3 signaling design 

In Rel-15, the UE activity can be indicated in different granularities, e.g., UE level, DRB level, PDU session level, QoS flow level. For SCG (de-)activation, since SCG is the concept per UE, we think the configurations related to (de-)activation can be at the UE level. 
Proposal 7: the SCG (de-)activation related configurations and reporting can be at the UE level. 

Meanwhile, in Rel-15, the specification already define some signaling related to UE activity, which aims at sending the UE to the RRC Inactive status. Considering SCG (de-)activation is a separate feature and the criteria for SCG (de-)activation and UE inactivity may be different, we prefer to use the independent configurations from the legacy ones

Proposal 8: the signaling design should separate SCG (de-)activation from UE activity.  

For SCG activity detection configuration, it would be better to discuss two issues mentioned in Section 2.1 first. So, at this moment, we are mainly focusing on the specification impact for SCG activity reporting and SCG (de-)activation control. The following table shows the potential signaling enhancements. 

	
	SCG activity reporting 
	SCG (de-)activation control 

	X2
	SCG activity 

(SgNB Activity Notification)
	SCG activation Request/Response 

(SgNB Addition/Modification Request)

	Xn
	SCG activity 

(Activity Notification)
	SCG activity Request/Response 

(S-Node  Addition/Modification Request)

	F1
	SCG activity 

(UE Inactivity Notification)
	SCG activity Request/Response

(UE Context Setup/Modification Request/Response)

	E1
	
	SCG activity Request/Response

(Bearer Context Setup/Modification Request/Response)


3 Conclusions
In this contribution, we discuss SCG (de-)activation, and propose:
Proposal 1: The SCG activity is detected by SN (in case of aggregated gNB)/SN-DU (in case of disaggregated gNB) only.
Proposal 2: To avoid unnecessary SCG activation, the nodes can control the packet transmission to the SCG, e.g., setting a SCG activation threshold.
Proposal 3: The SCG (de-)activation control can be performed based on the hand-shake procedure, i.e., request the SCG (de-)activation, and then response it by reject/accept.  

Proposal 4: SN-initiated SCG (de-)activation or SCG (de-)activation via SRB3 can be supported from RAN3 point of view, while the final decision depends on RAN2 progress.
Proposal 5: the SCG (de-)activation request and response should be supported over F1 and E1.
Proposal 6: SCG (de-)activation notification to MN can be discussed later when RAN2 has progress. 

Proposal 7: the SCG (de-)activation related configurations and reporting can be at the UE level.
Proposal 8: the signaling design should separate SCG (de-)activation from UE activity.
The corresponding CRs for F1 and E1 are given in [1] and [2], respectively.  
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