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1	Introduction	
CB: # 24_EnhDataColl_General
- note workplan
- revise skeleton in 6778 if needed; approve skeleton
- revise according to proposals in 6683 (abbreviations and definitions) and 6402 (chapters and structure), if agreeable
- check details
(CMCC - moderator)
Summary of offline disc R3-206872
2	For the Chairman’s Notes
Proposal 1: Note the workplan.
Proposal 2: Clarify in section 5 of the TR skeleton that those are “Indicative use cases and solutions”.
Proposal 3: Add High-level principle and Functional framework as two sub-sections under chapter 4 of the TR skeleton.
Proposal 4: Discuss abbreviations and definitions in CB#25.
Proposal 5: Endorse R3-207081 (revision of R3-206778) as the baseline of the TR skeleton.
3	Discussion
3.1 Work Plan 
As chairman indicated, the work plan could be noted. 
Proposal 1: Note the workplan.
3.2 TR Skeleton
The rapporteur provides a very basic version of the TR skeleton as a starting point in R3-206778, where the Definitions, General Framework, as well as Use Cases and Solutions are included. 
Companies are invited to provide views on whether to endorse the R3-206778 as the baseline of the TR skeleton.

Q1: Do you agree to endorse the R3-206778 as the baseline of the TR skeleton?
	Company
	Yes/No
	Reasons/Comments/Suggestions

	ZTE
	Yes
	

	Huawei
	Yes
	We would also like to propose to add one section of scope to have a general introduction of this study, e.g., as proposed in [5].

	Qualcomm
	Yes
	

	Intel
	Yes
	Generally we agree that R3-206778 as the baseline of the TR skeleton, it would be nice to capture the common understanding of general AI/ML algorithm types and frameworks, considering that it is possible that, for the same use case, different frameworks and types of AI/ML may bring different impact to standards (interfaces and functions), such as position/deployment of training and inference, e tc.

	Deutsche Telekom
	Yes, but …
	Ok as baseline, but we see the need to extent via the content given in R3-206402 (see Q2).

	Nokia
	Yes, but with a small clarification
	In our view the use cases that we are going to cover in this study are just a small subset of the possible candidate use cases. It may be good to clarify in the TR that those are just some representative use cases that we select, e.g., clarify in section 5 that those are “Indicative use cases and solutions”. It may be good to also provide a “Motivation” subsection behind the selection of each use case.

	Samsung
	Yes
	We suggest to add high-level principle and framework as two sub-sections under chapter 4 to make it more clear as
4 General Framework
4.1 High-level Principles
4.2 Functional Framework
We are also fine to add this later when the actual contents were agreed.

	Ericsson
	Yes
	We think the baseline is fine as it is. More details will come when filling the TR sections, no need to expand the baseline now.

	CMCC
	Yes
	

	CATT
	Yes
	



Summary:
We received 10 company inputs, where all companies agree to endorse the R3-206778 as the baseline of the TR skeleton. Furthermore, Nokia suggest to clarify in section 5 that those are “Indicative use cases and solutions”, Samsung suggest to add high-level principle and framework as two sub-sections under chapter 4 to make it clearer, and moderator think the suggestions are acceptable. 

Moderator’s proposal:
Proposal 2: Clarify in section 5 that those are “Indicative use cases and solutions”.
Proposal 3: Add High-level principle and Functional framework as two sub-sections under chapter 4.

In R3-206402, a more detailed TR skeleton is proposed which includes more AI-related sections, such as Architecture Assumptions, AI/ML Algorithm Concepts, AI/ML Framework Concepts, AI-enabled NG-RAN Procedures, AI Impact on NG-RAN Interfaces and Functions. Companies are invited to provide views on which proposal in R3-206402 is agreeable to add into the TR skeleton.
Q2: Which proposal in R3-206402 do you agree to capture as TR skeleton?
	Company
	Comments

	ZTE
	The AI related sections need to wait for agreement in other CBs. 
From our point of view, we agreed to discuss the solution case by case, it is not necessary to describe the centralized, federated, distributed architecture on the top of each identified use cases. The detailed LCM workflow is more important. 
The definition of AI/ML algorithms as supervised learning, unsupervised learning and reinforcement learning is helpful for further study.

	Huawei
	P1 is a bit vague, since algorithm is implementation, and there are different algorithms, not sure what the definition would look like, P3 is a bit earlier since we could base on existing procedure with the addition of AI related IEs (and it is stage 3 detailed), others look fine. 

	Qualcomm
	R3-206402 is a good contribution. But, it has too much details to be TR skeleton. 
For P1, these can be added based on contribution and meeting agreements in future meeting.
P2 is fine.
We are neutral on P3 and P4. P3 can be covered by general framework section of the rapporteur TR. P4 can be covered by conclusion section of the rapporteur TR. 

	Intel
	We agree to capture additional information in R3-206402 in the TR skeleton.
Architecture assumption may cover the scope of AI-enabled RAN is based on existing NG-RAN architecture, and other assumption taken within Rel-17 SI.
Intention of AI/ML algorithm and framework concepts is not to define detail AI/ML algorithms and how framework should be used for different use cases. Definition of types of algorithms (supervised/unsupervised/RL) and frameworks (centralized/federated/distributed) is enough. It can explain how to understand AI/ML concepts in wireless domain and key information that are important to wireless network (such as latency, data, etc), this can be informative to build a wireless understanding of AI/ML algorithms.
Considering different algorithms types and frameworks may bring different impacts to network interface and functions, such as position/deployment of training and inference, input/output data, it is suggested to consider general framework separately for different algorithm types and frameworks.

	Deutsche Telekom
	The proposal for a ToC in R3-206402 should be used for Sections 4 - 10 instead of the one given in R3-206778. 
With respect to details of Section 9 -10 (see P3 and P4) it has to be clarified if a subsection split according to centralized/federated/distributed AI/ML models is needed. 
What we are missing, is a general workflow/LCM description for AI/ML-based approaches in the RAN. We are not sure if this is intended to be integrated in Sections 6 - 7 by Intel.

	Nokia
	We believe that we need to define a unified framework under which we identify a few representative use cases to study. For that, it is important to set the assumptions on the architecture upfront so in our view an “Architecture Assumptions” section is important. 
Also, it is important to define different types of algorithms (supervised, unsupervised, reinforcement learning) as well as AI/ML frameworks (centralized, distributed, federated learning) since this affects whether learning/training host and inference hosts can be on the same or separate network entities and will also have an effect on the parameters sent over the NG-RAN interfaces. Since in the SI description we have agreed that algorithms can be up to implementation the ML algorithm concepts should be discussed under the general framework and not on a per use case. Thus, in our view we should also include a section on the “AI/ML Algorithm Concepts” as proposed in R3-206402. 
We think that the rest of the proposals on the skeleton are a bit too detailed at this stage before we agree the architecture.

	Samsung
	P1: the definition is discussed in 18.2(CB#25). There are different views on whether to define “AI/ML Algorithm Concepts” or/and “learning structure” in the TR. Based on what can be agreed in CB#25, we can consider whether and how to add the related sections.
P2: used case is included in R3-206778.
P3-P4: the contents fits to be in 5.X.2 in R3-206778.

	Ericsson
	We propose to wait before adding more chapters to the TR. We should first start agreeing to some principles for our work and then identify what additional sections the TR needs. For example, if we agree that AI algorithms are left to implementation, would we still need a section describing different types of AI algorithms? 

	CMCC
	Agree with Ericsson. Currently we cannot decide which proposal is needed for the TR.

	CATT
	We are ok with P1 and P2.
For P3 and P4, we are not sure whether they are suitable from the perspective of TR. We understand that there may be many interface procedures that can be used for multiple use cases, and thus one chapter out side the “use case” can be beneficial, but further break it into 2 sections and each with 3 architectures seems not straightforward.
We slightly prefer to keep the TR as provided by the rapporteur at least for now, i.e. to capture the standard impact within the section “use case”, until we find it necessary to move it into a separate section.



Summary:
Both P1 and P2 have some proponents, but no consensus achieved.    
For P1, as mentioned by Samsung, the definition is discussed in 18.2(CB#25). There are different views on whether to define “AI/ML Algorithm Concepts” or/and “learning structure” in the TR. So, currently we cannot decide whether and how to add the related sections.
[bookmark: _Toc53675666]For P2, the section 5 of R3-206778 is about Use Cases and Solutions, and furthermore, 5.X.2 is about Solutions and standard impacts, where potential standard impacts on existing Nodes, functions, and interfaces could be captured. 
For P3 and P4, companies think they are too detailed now, and at current stage could be covered by rapporteur’s TR.

In R3-206683, some abbreviations and definitions are provided as follows:
[bookmark: _Toc46501875][bookmark: _Toc20387886][bookmark: _Toc29375965][bookmark: _Toc37231822]3.1	Abbreviations
AI   Artificial  intelligence
ML	Machine learning 
DL	Deep learning
RL	Reinforcement learning
NN	Neural network
[bookmark: _Toc37231823][bookmark: _Toc46501876][bookmark: _Toc29375966][bookmark: _Toc20387887]3.2	Definitions
Model training: Utilizing the collected training data to train appropriate ML model.
Model inference: Utilizing the collected inference data to execute trained ML model.

Companies are invited to provide views on whether to capture the abbreviations and definition in R3-206683 into the TR.
Q3: Do you agree to capture the abbreviations and definition in R3-206683 into the TR?
	Company
	Yes/No
	Reasons/Comments/Suggestions

	ZTE
	Yes
	

	Huawei
	
	In general it should be fine to introduce some terminologies, but please note that there are similar definitions in SA2/SA5, we would like to suggest rapporteur to have a check and keep 3GPP TRs aligned.

	Qualcomm
	Yes
	

	Intel
	Yes with comment
	We propose following content as the baseline of ML training and inference definition as it is more clear to show training and inference complexity to wireless network.
It can be captured either in “definition” or “main capture – AI/ML algorithm concepts” 
ML Training: A process of creating a machine learning algorithm to learn features and patterns that best present data automatically, involving the use of a deep-learning framework and training dataset. It is normally time-consuming due to its complex computation.
ML Inference: A process of using a trained machine learning algorithm to make a prediction and guide the decision. It is a procedure performed after training, using the trained model (sometimes after minimizing the said model by removing any parts non-related to prediction). It is less computationally intense.

	Deutsche Telekom
	Yes to abbreviations
No to definitions
	The content proposed in R3-206683 with respect to definitions is only a subset of that of e.g. R3-206375. Therefore, it would be more appropriate to discuss and possibly incorporate the definitions of that tdoc.
Generally, the abbreviation and definition parts can be added in a later stage after some initial discussions and agreements about details for AI/ML approaches. 

	Nokia
	
	We would need to collectively align definitions/terminology and abbreviations with what is provided by different companies in AI 18.2.  

	Samsung
	
	More papers on definitions were provided in AI18.2. Prefer to discuss definitions in CB#25.

	Ericsson
	Check other papers
	There are other papers describing definitions, such as R3-206438. We should perhaps introduce definitions when we agree to study the entities to be defined. For example, if we agree that it is in our scope to study ranges of inputs and outputs of an AI model we should define “range of input/output of an AI model. We should not introduce definitions without having discussed the need of the defined entity.

	CMCC
	
	Definitions should be discussed in AI 18.2. We could decide whether to add related content after agreements achieved in CB#25 if any.

	CATT
	Partly
	Yes for AI, ML, and RL (not so sure, but could be yes).
For DL and NN, it seems that they are more limited to detail algorithm and may not be worthy to be defined as abbreviations in this TR.
For the two definitions, seems too early to capture. Further discussion is needed.



Summary:
Some companies say yes, but partly or with comments. As mentioned by Nokia and Samsung, more papers on definitions were provided in AI18.2. So, moderator suggest to discuss abbreviations and definitions in CB#25.
Moderator’s proposal:
Proposal 4: Discuss abbreviations and definitions in CB#25.
4	Conclusion, Recommendations
Proposal 1: Note the workplan.
Proposal 2: Clarify in section 5 of the TR skeleton that those are “Indicative use cases and solutions”.
Proposal 3: Add High-level principle and Functional framework as two sub-sections under chapter 4 of the TR skeleton.
Proposal 4: Discuss abbreviations and definitions in CB#25.
Proposal 5: Endorse R3-207081 (revision of R3-206778) as the baseline of the TR skeleton.
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