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Introduction
This paper discusses the RLF recovery support for Rel-17 IAB nodes. 
Discussion
RLF recovery in Rel-17 IAB 
Inter-CU topology adaptation is a very specific case. It requires that an IAB node (or a UE) has coverage from two nodes, each controlled by a different CU. In a typical network, one CU usually covers a vast area. This results in limited number of cells that will overlap cells from a different CU. Furthermore, when it comes to real deployment scenarios, IAB nodes are likely to be a small fraction of all nodes in a network and are likely to be deployed in very specific scenarios and environments. Thus, situations where IAB nodes deployed at the border area of two CUs are expected to be rare. 
Observation 1: Situations where IAB nodes deployed at the border area of two CUs are expected to be rare.
[bookmark: _GoBack]The legacy specifications support individual UE context transfer between RAN nodes, when a UE experiences RLF. In IAB networks, however, all the descendant IAB nodes and UEs of an IAB node experiencing RLF will be affected. This means that applying the legacy RLF recovery concept, where IAB node and UE contexts are transferred between the old and new serving RAN node would incur a significant signalling and processing load. In addition, there will also be RRC reconfigurations for all descendant IAB-MTs and UEs of the IAB node experiencing the RLF. The affected IAB nodes and even non-affected IAB nodes will also need to be reconfigured, for example, to update routing tables. This will happen regardless of whether normal or conditional handover being used. 
So, it may not be beneficial to put much effort on the use case that occurs rarely in the network, especially due to the consequent signalling and processing costs. The optimal way to solve such issue is to avoid the migration of IAB-MT and UE context at RLF recovery. One way to achieve this is by using redundant connectivity in the network.
Observation 2: Pre-emptive measures (e.g., redundant connectivity with parent nodes) taken during IAB network planning can ease the process of recovery from RLF, which may otherwise incur large signalling overhead and service disruption. 
Way forward for RLF recovery in Rel-17 IAB 
Standard RLF recovery procedure involves suspending all current transmissions, scanning for the best neighbouring cell on the same or neighbouring frequency (cell reselection), and triggering the RRC re-establishment procedure in the detected best cell. In total, this causes an outage lasting typically a few seconds before the UE is resynchronized again with the network, connectivity is restored, and data transmission resumed. This can even be worse for IAB nodes that usually have many descendant nodes.
In Rel-15, the SCG failure recovery procedure is adopted for all MR-DC options. In such configuration, if the UE encounters a failure towards the SCG, it does not trigger the re-establishment procedure, as the connection to the MN could be working perfectly. The feature builds on the principle that as long as there is connectivity between the network and the UE, in this case via the MCG, it is best to maintain the network control over how the situation is resolved.  
Then, in Rel-16, fast MCG link recovery is introduced, aiming to reduce the connection interruption time during radio link failure (RLF) with the prerequisite that the SCG is not suspended, so that it can be used for the MCG failure reporting. By utilizing the SCG connectivity, the interruption time caused by MCG RLF can be reduced from several seconds down to a typical handover interruption time of 30-70ms. For end users, this directly translates into reduced service interruption times.
IAB network should also utilize these fast RLF recovery mechanisms. If an IAB node can be connected simultaneously to two donors, the RLF recovery features from Rel-15 and 16 can be reused. Such topology redundancy solutions should not cause too much specification efforts. The necessary enhancements may include, for example, new BAP address allocation and routing reconfiguration. 
Proposal 1: RAN3 to consider RLF recovery solutions based on connectivity to two donors.
Another possibility is to enhance the existing RRC re-establishment procedure. Current RRC re-establishment procedure only supports one UE at a time. To reduce the signalling overhead and network latency, procedure enhancement can be introduced so that multiple UEs can be handled at the same time. For example, if the time needed by the target CU to fetch the context from the source is deemed too high, RAN3 could investigate how to reduce it, e.g., by allowing the source and target CU to exchange early information about the IAB node that could be subject to migration, without requiring the target CU to reserve resources and perform admission control in advance.
Proposal 2: RAN3 to investigate solutions for minimizing the impact of RLF recovery, e.g. enhancement to existing RRC re-establishment procedure to reduce latency.
Conclusion
[bookmark: _In-sequence_SDU_delivery]This paper discusses in the solutions for RLF recovery in IAB networks. The following is observed: 
Observation 1: Situations where IAB nodes deployed at the border area of two CUs are expected to be rare.
Observation 2: Pre-emptive measures (e.g., redundant connectivity with parent nodes) taken during IAB network planning can ease the process of recovery from RLF, which may otherwise incur large signalling overhead and service disruption. 
Based on the observations, the following is proposed:
Proposal 1: RAN3 to consider RLF recovery solutions based on connectivity to two donors.
Proposal 2: RAN3 to investigate solutions for minimizing the impact of RLF recovery, e.g. enhancement to existing RRC re-establishment procedure to reduce latency.
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