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[bookmark: _Toc474247438]1	Introduction
RP-201620 Study on Enhancement for Data collection for NR and ENDC was approved in RAN #89e. The target of the study item is to 
“Study high level principles for RAN intelligence enabled by AI, the functional framework (e.g. the AI functionality and the input/output of the component for AI enabled optimization) and identify the benefits of AI enabled NG-RAN through possible use cases e.g. energy saving, load balancing, mobility management, coverage optimization, etc.:
0. [bookmark: OLE_LINK2][bookmark: OLE_LINK1]Study standardization impacts for the identified use cases including: the data that may be needed by an AI function as input and data that may be produced by an AI function as output, which is interpretable for multi-vendor support.
0. [bookmark: OLE_LINK7][bookmark: OLE_LINK6]Study standardization impacts on the node or function in current NG-RAN architecture to receive/provide the input/output data.
0. Study standardization impacts on the network interface(s) to convey the input/output data among network nodes or AI functions.”
In this contribution, we make a first attempt to discuss the functional framework through some exemplary use cases of interest, where Artificial Intelligence (AI) approach could provide benefits.  
2	Discussion on the Use Cases
In Machine Learning (ML) jargon the terms of a (Trained) ML Model, Training Host, Inference, Inference Host are often found. Specifically, some definitions proposed in [1] are presented next:
· (Trained) ML Model: A model created by applying machine learning techniques to data to learn from. 
· Training Host: The entity which hosts the training of the ML model.
· Inference: The process of feeding data to a trained model to obtain a prediction.
· Inference Host: The entity which hosts the ML model during inference operational phase (which includes both the model execution as well as any online learning if applicable). 
With those definitions in mind, we proceed to discuss certain exemplary use cases. These use cases will illustrate different possibilities in the placement of an ML model or of Training and Inference Hosts and call for a flexible design in the AI/ML functional framework.
2.1 Open Loop Power Control
UL power control aims at reducing inter-cell UL interference and ensure balanced power level reception at the base station. This is particularly important for the network in case there is an imbalance of cell load on different cells. The UL Transmit power is given by the following formula [2]:
[image: ]
In this formula, the parameter α is the path loss compensation factor. If α=1, the path loss is fully compensated. This means that the transmit power is increased, possibly causing interference to users in the cell edge. If α takes values less than 1 it is partially compensated, meaning that transmit power is decreased and thus less interference is created to cell edge users. Thus, it is natural to expect that cells with few users at the edge can afford larger values α since they cause little interference to neighbouring cells as opposed to cells with a large number of users at the cell edge. 
To be able to optimize power across cells a centralized solution is needed as the optimal solution is highly dependent on the overall network topology and traffic distribution in the network.
Observation 1: In some use cases, it is of benefit to locate the ML Model for learning or training at a centralized entity.
2.2 UE Localization
Localizing a UE is very important in 5G networks since it can help the network optimize its performance. For instance, the gNB can point its beam towards the location where it has estimated the user to be using enough power to reach the user. In addition, in 5G there is the need for high accuracy with positioning errors going below 3 meters in the horizontal and vertical dimensions in indoor scenarios for an 80% of the network users. Conventional positioning methods, e.g., based on triangulation, could provide the required accuracy, at the cost however, of an additional signaling overhead by requiring the gNBs to send Positioning Reference Signals. 
On the other hand, Rel-16 SON/MDT WI extended the MDT framework to include GNSS information and sensor measurements in the UE measurements enabling the UEs to report more measurements that include location information. In addition, in the same context RSRP measurements are sent to the network by the UEs on a given beam index in MDT Reporting. RSRP information per beam together with GNSS information can help the network estimate and determine the UE’s actual location, without the need of additional signaling, just by utilizing the received UE measurements.  
However, to accurately localize a UE a high amount of data processing is required. This is due to the fact that the relationship between radio measurements and UE location with high accuracy is too rich to be modeled, especially when measurements under different environments such as indoor and outdoor are considered. Computational advances on GPUs, parallelism and memory make it easier to process this data, to test ML methods and realize training procedures while at the same time the availability of advanced AI/ML tools and libraries makes it easier to experiment with ML methods. In order for the reported information to be useful for the network it must be collected and processed by a certain entity that would be responsible for performing the training of the ML model.
MDT measurements become available at the gNB-CU. Thus, in localization use case a Training Host could be placed at the gNB-CU. MDT measurements are also collected centrally by the OAM. So, alternatively it could be located at the OAM where location information is gathered from multiple gNBs. It is not obvious which of the two approaches should be preferred.   
Furthermore, when it comes to localization execution the actual Trained Model could be executed at the gNB-DU, that is aware of lower layer beam information or at the UE itself.  
Observation 2: It is possible that Training and Inference Hosts are located in different network entities.
Observation 3: There could be more than one viable approach on where to place a Training or Inference Host in the network.
2.3 RACH Optimization 
RACH Optimization has been one of the use cases extensively studied during the SON/MDT WI. RACH is a fundamental procedure. It is triggered by different triggers including initial access, handover, beam failure recovery. RACH procedure starts with the transmission of a RACH preamble. Conventional correlation-based methods try to correlate all preamble sequences taken from a known dictionary of preambles to the received signal and then detect the actual transmitted preamble based on a noise-floor. This is a complex procedure. Receiver design for preamble detection can largely benefit from ML principles. 
Preamble transmission is visible to the lower layers, namely to the gNB-DU. Thus it is natural to assume that the ML model will be placed for learning in the gNB-DU. 
Observation 4: There are some use cases where naturally Training and Inference Hosts are co-located in the same network entity.
3 Functional Framework
An AI/ML algorithm may be executed and trained (if needed) at different parts of the network. The exact location where an algorithm may be trained or executed depends on the underlying use case. Some use cases may have multiple viable solutions. In some cases, if training is needed, it could make sense to have an ML model to be trained in the entity where the required measurements are available. However, this could also result in unacceptable requirements on the hardware (memory, processing capacity) of that entity. Mechanisms for information transfer should therefore be included in the study in order to increase the flexibility and allow for cost-effective ML solutions. To summarize, we propose the following:
[bookmark: _Hlk54273459]Proposal 1: RAN3 is invited to discuss viable entities within the network architecture where an ML model (to be executed and trained if applicable) can be placed, including a centralized entity receiving data from multiple gNBs.
Proposal 2: RAN3 is invited to discuss whether in the AI/ML functional framework Training Host (if applicable) and Inference Host can be located at different network entities.
Proposal 3: RAN3 is invited to discuss possible solutions for information transfer, e.g., for the purpose of ML training or learning enabling flexibility of the functional framework. 
4	Conclusions
Observation 1: In some use cases, it is of benefit to locate the ML Model for learning or training at a centralized entity.
Observation 2: It is possible that Training and Inference Hosts are located in different network entities.
Observation 3: There could be more than one viable approach on where to place a Training or Inference Host in the network.
Observation 4: There are some use cases where naturally Training and Inference Hosts are co-located in the same network entity.
Proposal 1: RAN3 is invited to discuss viable entities within the network architecture where an ML model (to be executed and trained if applicable) can be placed, including a centralized entity receiving data from multiple gNBs.
Proposal 2: RAN3 is invited to discuss whether in the AI/ML functional framework Training Host (if applicable) and Inference Host can be located at different network entities.
Proposal 3: RAN3 is invited to discuss possible solutions for information transfer, e.g., for the purpose of ML training or learning enabling flexibility of the functional framework. 
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