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1	Introduction
We here provide initial discussion on terminology to describe a functional framework for machine learning (ML) and RAN intelligence enabled by further enhancement of data collection.
2	Discussion
Terminology for ML should be sufficiently generic to support a wide range of use cases, architectures and algorithms. E.g., while the identification of the relevant use cases for ML is handled under a separate agenda item, we simply assume here that use cases may concern any RAN function or protocol layer including e.g.:
· User-plane: QoS / QoE optimization and prediction, …
· L1: interference management, beam forming (including mMIMO), …
· L2: scheduling, beam selection, …
· L3 (Radio Resource Management): Load-balancing, handover optimization, DC/CA optimization, …

Similarly, ML may apply to such RAN function or protocol layer in any part of the split NG-RAN architecture, i.e. the gNB-DU, gNB-CU-UP or gNB-CU-CP.

While ML algorithms will typically not be standardized, we believe the terminology should cover the common ML algorithm categories:
· Supervised learning: the system learns using pre-labelled data;
· Unsupervised learning: the system learns by finding and exploiting inherent structure in the data set;
· Reinforcement learning: The system explores the space of possible models seeking to optimize a specific function. Such algorithms may target tasks with a known successful result.

[bookmark: _Hlk54023179]The terminology should also cover commonly used concepts like ML model and terms needed for description of ML operational phases (training, inference, re-training). Such definitions may be found elsewhere, e.g. in [1] from ITU-T. Our proposal can be found in annex of this paper.

Proposal: Develop a terminology list for use within this study item (TP in annex of this paper). 

A conceptual machine learning architecture based on 3GPP defined entities is illustrated in Fig. 1.



Fig. 1: Conceptual machine learning architecture based on 3GPP defined entities

3	Conclusion
Proposal: Develop a terminology list for use within this study item (TP in annex of this paper). 
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[bookmark: _Toc53675655]3	Definitions of terms, symbols and abbreviations
[bookmark: _Toc53675656]3.1	Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
Action: An action performed by an actor as a result of the output of an ML assisted solution.	
Actor: The entity which hosts an ML assisted solution using the output of ML model inference. 	
Inference: The process of feeding data to a trained model to obtain a prediction.
Inference Host: The entity which hosts the ML model during inference operational phase (which includes both the model execution as well as any online learning if applicable). The ML inference host often coincides with the Actor. The ML inference host informs the actor about the output of the ML algorithm, and the Actor takes a decision for an action.	
ML-assisted Solution: A solution which addresses a specific use case using Machine-Learning algorithms during operation.	 As an example, mobility load balancing using ML is an ML-assisted solution.
ML Model: Model created by applying machine learning techniques to data to learn from.
ML Operational Phases: Training data collection, ML model training, inference, ML model re-training (optional).	Data collection is required in all phases. ML model training refers to the model instance in an operational context
ML Model Lifecycle: The lifecycle of the trained ML model includes deployment, instantiation, retraining and termination of ML model instance(s). 	
ML Pipeline: The set of functionalities, functions, or functional entities specific for an ML-assisted solution. 	
Model inference data: Data needed as input for the ML model for inference.	The data needed by an ML model for training and inference may largely overlap, however they are logically different. 
Model training: The process of feeding data to a model and updating the model’s parameters to get the model ready for operational use.
Model training data: Data needed for training the ML model. This is the data of the ML model including the input plus optional labels for supervised training.
Model Testing: Validation of model performance based on testing data.	
Model Instantiation: Transfer of the model to the inference host. 	
Model Re-training: After deploying a model for certain time, the model may be refined during operation.	
Subject of Action: The entity or function which is configured, controlled, or informed as result of the action.	
Training Host: The entity which hosts the training of the ML model.
	


Fig. xx: Conceptual machine learning architecture based on 3GPP defined entities
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