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1. Introduction
[bookmark: _GoBack]This contribution provides the TP toward TS 38.300 based on the agreed BL CR R3-205641, describing the method to keep service continuity of MBS services during inter-gNB handovers. This TP is mainly based on the three options provided in R3-206301 which aims to minimise data loss during handovers between MBS-supporting gNBs, while the proposals provided in R3-206305 is also included for handover from MBS-supporting gNB toward non-MBS-supporting gNB, and for the “Option 3”, proposals in R3-206304 is included in addition for handover from non-MBS-supporting gNB toward MBS supporting gNB.
2. TP for TS 38.300
2.1. [bookmark: OLE_LINK78][bookmark: OLE_LINK79]Option 1
////////////////////////////////////////////////////////////////////////skip unrelated text////////////////////////////////////////////////////////////////////////
[bookmark: _Toc20388053][bookmark: _Toc29376133][bookmark: _Toc37232030][bookmark: _Toc46502104][bookmark: _Toc51971452][bookmark: _Toc52551435]16.x	5G Multicast and Broadcast
[bookmark: _Toc46502110][bookmark: _Toc51971458][bookmark: _Toc52551441]////////////////////////////////////////////////////////////////////////skip unrelated text////////////////////////////////////////////////////////////////////////
16.x.3	Session Management
Editor’s Note: Session Management aspects to be covered here.
16.x.3.y1	Transmission of MBS packets over NG-U
5G QoS model is used in MBS packets delivering. For the “shared 5GC Shared MBS traffic delivery method” (see in TS 23.501 [3]), MBS session is used for MBS packets delivering instead of PDU session which is used for unicast packets delivering.
In order to minimise data loss during handover, the gNB may provide QoS flow group information toward the core network. This QoS flow group information indicated how QoS flows are group into “QoS flow groups”, each of which corresponds to a radio bearer over the radio interface (Uu). The core network may include accordingly a per-QoS-flow-group count value within the downlink packets sent toward this gNB. It is upon to core network’s implementation on how to guarantee the per-QoS-flow counters are the same for the packets which contain the same user data and are sent toward different gNBs in which the QoS-flow-to-RB mappings are the same.
Upon reception of MBS packets over NG-U, the gNB shall assign the PDCP counts according to the per-QoS-flow-group count values. By this mean different gNBs can assign the same PDCP counts for MBS packets which contain the same content.
////////////////////////////////////////////////////////////////////////skip unrelated text////////////////////////////////////////////////////////////////////////
16.x.5	MBS Mobility
Editor’s Note: Mobility aspects to be covered here.
16.x.5.y2	Service continuity during handover
[bookmark: _Toc46502094][bookmark: _Toc51971442][bookmark: _Toc52551425]16.x.5.y2.z1	Handover between MBS-supporting gNBs
MBS Service continuity can be naturally guaranteed if both the source gNB and the target gNB support this MBS service.
For Xn-based handover, the source gNB includes the corresponding TMGIs within the XnAP Handover Request message. The target gNB then get aware of what MBS service the UE is currently receiving, allocated radio resource accordingly, and includes the TMGIs in the NGAP Path Switch Request message for double check.
16.x.5.y2.z2	Handover from MBS-supporting gNB toward non-MBS-supporting gNB
For this case, service continuity of MBS service can be guaranteed only if the MBS session is associated with a PDU session, as provided by the core network (see in TS 23.501 [3]).
In the case that the abovementioned condition is met, the source gNB may generate a XnAP Handover Request message (or a source NG-RAN to target NG-RAN container included in the NGAP Handover Request message) which only contains the IEs which can be understood by non-MBS-supporting gNBs, with all the QoS flows which belong to this MBS session included in the message as QoS flows within the associated PDU session.
Furthermore, if all the MRBs within this MBS session are associated with a (virtual) DRB, and is configured to the UE, the source gNB can in addition propose per-DRB data forwarding in the XnAP Handover Request message (or a source NG-RAN to target NG-RAN container included in the NGAP Handover Request message).
Editor’s note: Whether, when and how to support data forwarding, whether needed to specify, and whether and how to support “end marker” are all FFS.
////////////////////////////////////////////////////////////////////////end////////////////////////////////////////////////////////////////////////
2.2. Option 2
////////////////////////////////////////////////////////////////////////skip unrelated text////////////////////////////////////////////////////////////////////////
16.x	5G Multicast and Broadcast
////////////////////////////////////////////////////////////////////////skip unrelated text////////////////////////////////////////////////////////////////////////
16.x.3	Session Management
Editor’s Note: Session Management aspects to be covered here.
16.x.3.y1	Transmission of MBS packets over NG-U
5G QoS model is used in MBS packets delivering. For the “shared 5GC Shared MBS traffic delivery method” (see in TS 23.501 [3]), MBS session is used for MBS packets delivering instead of PDU session which is used for unicast packets delivering. Furthermore, IP multicast may be used.
In order to minimise data loss during handover, the UPF may maintain the “N3 delivery count” for each MBS QoS flow, include the “DL QFI Sequence Number” truncated from the “N3 delivery count” for every data packet delivered over NG-U, and send a PDU which contains the next “N3 delivery count” for each MBS flow within the same MBS session whenever a gNB joins. The gNB should always assign the PDCP count for a MBS packet mapped to a given MRB as the sum of the next “N3 delivery count” for each MBS QoS flow mapped to this MRB prior to the reception of this MBS packet.
For example, if a gNB maps “flow R” and “flow G” toward MRB1, and has received DL packets till #19 of “flow R” and till #49 of c, the next “N3 delivery count” shall be “20” for “flow R” and “50” for “flow G” respectively. And if the next packet is #50 of “flow G”, it shall assign the PDCP count of this packet as “20 + 50 = 70”.
By this mean different gNBs can assign the same PDCP counts for MBS packets which contain the same content, as long as the QoS-flow-to-RB mappings are the same.
////////////////////////////////////////////////////////////////////////skip unrelated text////////////////////////////////////////////////////////////////////////
16.x.5	MBS Mobility
Editor’s Note: Mobility aspects to be covered here.
16.x.5.y2	Service continuity during handover
16.x.5.y2.z1	Handover between MBS-supporting gNBs
MBS Service continuity can be naturally guaranteed if both the source gNB and the target gNB support this MBS service.
For Xn-based handover, the source gNB includes the corresponding TMGIs within the XnAP Handover Request message. The target gNB then get aware of what MBS service the UE is currently receiving, allocated radio resource accordingly, and includes the TMGIs in the NGAP Path Switch Request message for double check.
16.x.5.y2.z2	Handover from MBS-supporting gNB toward non-MBS-supporting gNB
For this case, service continuity of MBS service can be guaranteed only if the MBS session is associated with a PDU session, as provided by the core network (see in TS 23.501 [3]).
In the case that the abovementioned condition is met, the source gNB may generate a XnAP Handover Request message (or a source NG-RAN to target NG-RAN container included in the NGAP Handover Request message) which only contains the IEs which can be understood by non-MBS-supporting gNBs, with all the QoS flows which belong to this MBS session included in the message as QoS flows within the associated PDU session.
Furthermore, if all the MRBs within this MBS session are associated with a (virtual) DRB, and is configured to the UE, the source gNB can in addition propose per-DRB data forwarding in the XnAP Handover Request message (or a source NG-RAN to target NG-RAN container included in the NGAP Handover Request message).
Editor’s note: Whether, when and how to support data forwarding, whether needed to specify, and whether and how to support “end marker” are all FFS.
////////////////////////////////////////////////////////////////////////end////////////////////////////////////////////////////////////////////////
2.3. Option 3
////////////////////////////////////////////////////////////////////////skip unrelated text////////////////////////////////////////////////////////////////////////
16.x	5G Multicast and Broadcast
////////////////////////////////////////////////////////////////////////skip unrelated text////////////////////////////////////////////////////////////////////////
16.x.5	MBS Mobility
Editor’s Note: Mobility aspects to be covered here.
16.x.5.y2	Service continuity during handover
16.x.5.y2.z1	Handover between MBS-supporting gNBs
MBS Service continuity can be naturally guaranteed if both the source gNB and the target gNB support this MBS service.
For Xn-based handover, the source gNB includes the corresponding TMGIs within the XnAP Handover Request message. The target gNB then get aware of what MBS service the UE is currently receiving, allocated radio resource accordingly, and includes the TMGIs in the NGAP Path Switch Request message for double check.
If data loss needs to be minimised, a method similar to the handling of conventional unicast sessions may apply. Data loss for a given radio bearer can be minimised only if the QoS-flow-to-RB mappings are the same between the source gNB and the target gNB.
Figure 16.x.5.y2.z1-1 depicts the signalling flow of Xn-based handover in which data loss is minimised.


Figure 16.x.5.y2.z1-1: Handover between MBS-supporting gNBs with data loss minimised
0.	The UE is connected with the source gNB, and is receiving MBS packets with PDCP counts assigned by the source gNB. The target gNB may also be transmitting MBS packets, but with PDCP counts assigned by the target gNB.
1.	At some point of time, the source gNB decides to handover the UE toward the target gNB. It sends a Handover Request message toward the target gNB, which includes the TMGIs of all authenticated services, and the proposals for per-RB data forwarding for the on-going ones.
2.	The target gNB finds that the QoS-flow-to-RB mapping at the source gNB is the same as it is or to be in the target gNB. It then accepts the per-RB data forwarding proposals, allocates per-UE per-RB tunnels for data forwarding, and replies with a Handover Request Acknowledge message, with a RRCReconfiguration message included (packed in the HandoverCommand message) which further indicates to establish one DRB for each MRB dedicated to deliver the forwarded data.
2a.	If needed, the target gNB contacts with the core network to establish the N3 tunnels. After a while, the target gNB start to transmit MBS packets with PDCP counts assigned by the target gNB.
Editor’s note: Detail on how to establish the N3 tunnels is FFS.
3.	The source gNB receives the Handover Request Acknowledge message and then sends it toward the UE.
4.	The source gNB sends a SN Status Transfer message toward the target gNB, informing the PDCP count for every MRB. This message can be generated by using the most recent PDCP Status Report received from the UE if such mechanism is activated. The source gNB then starts to forward user data for the MBS services, with PDCP counts allocated by the source gNB.
5.	The UE accesses with the target gNB and sends the RRCReconfigurationComplete message. Since the UE is already configured with the MRBs, it can receive the data transmitted by the target gNB instantly. For any packet received through the MRBs at the target gNB, the UE’s PDCP layer decodes it as usual but keeps them in buffer and does not deliver it to the SDAP layer. The target gNB also starts to deliver the forwarded packets toward the UE by the newly established DRBs.
6.	The target gNB sends a Path Switch Request message toward the core network, which includes the TMGIs received in the Hanodver Request message.
7.	The core network updates the UE context if needed, and sends either a per-UE per-MBS-session “marker” through the NG-U by IP multicast, or two separate per-UE per-MBS-session “markers”, one sent to the source gNB as the “end marker”, and one sent to the target gNB as the “start marker”. If the latter approach is used, the two markers should be associated to the DL MBS packets with the same content. The source gNB then finishes data forwarding according to the “marker” it received, and includes one “end marker” for each data forwarding tunnel as it does for conventional unicast. After receiving the markers from both the source gNB and the core network, the target gNB gets aware of the differences between the PDCP counts assigned for the packets with the same content. The target gNB then provides necessary information toward the UE by sending a PDCP PDU over each newly established DRB. Based on this information, the UE’s PDCP layer gets aware of the differences between the PDCP counts assigned for the packets with the same content, reassembles (including duplication elimination) the PDCP packets and delivers them toward the SDAP layer.
Editor’s note: Detail of all the user plane information delivered in Step 7 is FFS.
8.	The target gNB sends a UE Context Release message toward the source gNB.
8a.	If needed, the target gNB contacts with the core network to release the N3 tunnels.
Editor’s note: Detail on how to release the N3 tunnels is FFS.
16.x.5.y2.z2	Handover from MBS-supporting gNB toward non-MBS-supporting gNB
For this case, service continuity of MBS service can be guaranteed only if the MBS session is associated with a PDU session, as provided by the core network (see in TS 23.501 [3]).
In the case that the abovementioned condition is met, the source gNB may generate a XnAP Handover Request message (or a source NG-RAN to target NG-RAN container included in the NGAP Handover Request message) which only contains the IEs which can be understood by non-MBS-supporting gNBs, with all the QoS flows which belong to this MBS session included in the message as QoS flows within the associated PDU session.
Furthermore, if all the MRBs within this MBS session are associated with a (virtual) DRB, and is configured to the UE, the source gNB can in addition propose per-DRB data forwarding in the XnAP Handover Request message (or a source NG-RAN to target NG-RAN container included in the NGAP Handover Request message).
If data loss needs to be minimised, a method similar to the handling of conventional unicast sessions may apply. Data loss for a given radio bearer can be minimised only if the QoS-flow-to-RB mappings are the same between the source gNB and the target gNB.
Figure 16.x.5.y2.z2-1 depicts the signalling flow of Xn-based handover in which data loss is minimised.


Figure 16.x.5.y2.z2-1: Handover from a MBS-supporting gNB toward a non-MBS-supporting gNB with data loss minimised
0.	The UE is connected with the source gNB, and is receiving MBS packets with PDCP counts assigned by the source gNB.
1.	At some point of time, the source gNB decides to handover the UE toward the target gNB. It sends a Handover Request message toward the target gNB, which includes only the associated PDU sessions and the mapped DRBs for the MBS services.
2.	The target gNB continues to use the source QoS-to-DRB mapping for the MBS services. It accepts the per-RB data forwarding proposals, allocates per-UE per-RB tunnels for data forwarding, and replies with a Handover Request Acknowledge message, with a RRCReconfiguration message included (packed in the HandoverCommand message) which further implies to continue to use the DRBs for MBS service delivery.
3.	The source gNB receives the Handover Request Acknowledge message and then sends it toward the UE.
4.	The source gNB sends a SN Status Transfer message toward the target gNB, informing the PDCP count for every mapped DRB, which is also the same as MRB. This message can be generated by using the most recent PDCP Status Report received from the UE if such mechanism is activated. The source gNB then starts to forward user data for the MBS services, with PDCP counts allocated by the source gNB.
5.	The UE accesses with the target gNB and sends the RRCReconfigurationComplete message. The target gNB starts to deliver the forwarded packets toward the UE by the (mapped) DRBs.
6.	The target gNB sends a Path Switch Request message toward the core network, which includes only the information of associated PDU sessions.
7.	The core network switches to “5GC Individual MBS traffic delivery method” (see in TS 23.501 [3]) for this UE, updates the UE context, sends either a per-UE per-MBS-session “marker” through the NG-U by IP multicast, or a per-UE per-MBS-session “marker” sent to the source gNB as the “end marker”, and at the same time, starts to deliver MBS packets toward the target gNB by the “5GC Individual MBS traffic delivery method”. The marker should be associated to the DL MBS packet with the same content as the first packet delivered by the “5GC Individual MBS traffic delivery method”. The source gNB then finishes data forwarding according to the “marker” it received, and includes one “end marker” for each data forwarding tunnel as it does for conventional unicast. After receiving the marker from the source gNB, the target gNB start to assign PDCP counts for the “fresh” packet received from the UPF, and sends them over Uu toward the UE.
Editor’s note: Detail of the “marker” delivered from the UPF from the source gNB in Step 7 is FFS.
8.	The target gNB sends a UE Context Release message toward the source gNB.
8a.	If needed, the target gNB contacts with the core network to release the N3 tunnels.
Editor’s note: Detail on how to release the N3 tunnels is FFS.
16.x.5.y2.z3	Handover from non-MBS-supporting gNB toward MBS-supporting gNB
MBS Service continuity can be naturally guaranteed for this case as well.
For Xn-based handover, the source gNB may provide only the information of the associated PDU sessions and the mapped DRBs. Hence there are two cases for this scenario, in one case the target gNB can recognise that they are associated PDU sessions and mapped DRBs, and in another case the target gNB cannot. For the former case, the handling in the target gNB is similar to the case described in Section 10.z.y2.x2.w1, while for the latter case, the core network informs the target gNB that the PDU sessions are associated ones for MBS services.
If data loss needs to be minimised, a method similar to the handling of conventional unicast sessions may apply. Data loss for a given radio bearer can be minimised only if the QoS-flow-to-RB mappings are the same between the source gNB and the target gNB.
Figure 16.x.5.y2.z3-1 depicts the signalling flow of Xn-based handover in which data loss is minimised, and the target gNB can recognise that the old PDU sessions are associated ones for MBS services.


Figure 16.x.5.y2.z3-1: Handover from a MBS-supporting gNB toward a non-MBS-supporting gNB with data loss minimised, and the target gNB can recognise that the old PDU sessions are associated ones for MBS services
0.	The UE is connected with the source gNB, and is receiving MBS packets through “5GC individual MBS traffic delivery method” (see in TS 23.501 [3]) with PDCP counts assigned by the source gNB. The target gNB may also be transmitting MBS packets, but with PDCP counts assigned by the target gNB.
1.	At some point of time, the source gNB decides to handover the UE toward the target gNB. It sends a Handover Request message toward the target gNB, which includes the current configuration of DRBs used to deliver MBS packets, and proposals for per-DRB data forwarding.
Editor’s note: Whether TMGIs may also be included within the Handover Request message is FFS.
2.	The target gNB treats the DRBs as used for conventional unicast, and continues to use the source QoS-to-DRB mapping for the MBS services. It accepts the per-RB data forwarding proposals, allocates per-UE per-DRB tunnels for data forwarding, and replies with a Handover Request Acknowledge message, with a RRCReconfiguration message included (packed in the HandoverCommand message) which further indicates to keeps the DRBs dedicated to deliver the forwarded data, and established MRBs.
2a.	If needed, the target gNB contacts with the core network to establish the N3 tunnels. After a while, the target gNB start to transmit MBS packets with PDCP counts assigned by the target gNB.
Editor’s note: Detail on how to establish the N3 tunnels is FFS.
3.	The source gNB receives the Handover Request Acknowledge message and then sends it toward the UE.
4.	The source gNB sends a SN Status Transfer message toward the target gNB, informing the PDCP count for every DRB. The source gNB then starts to forward user data for the MBS services, with PDCP counts allocated by the source gNB.
5.	The UE accesses with the target gNB and sends the RRCReconfigurationComplete message. Since the UE is already configured with the MRBs, it can receive the data transmitted by the target gNB instantly. For any packet received through the MRBs, the UE’s PDCP layer decodes it as usual but keeps them in buffer and does not deliver it to the SDAP layer. The target gNB also starts to deliver the forwarded packets toward the UE by the kept DRBs.
6.	The target gNB sends a Path Switch Request message toward the core network.
Editor’s note: Whether to include the TMGIs directly in the Path Switch Request message, or the source configuration of PDU sessions, is FFS.
7.	The core network switches to “5GC Shared MBS traffic delivery method” (see in TS 23.501 [3]) for this UE, updates the UE context, and sends either a per-UE per-MBS-session “marker” through the NG-U by IP multicast, or a per-UE per-MBS-session “marker” sent to the target gNB as the “start marker”, and at the same time, sends an “end marker” per PDU session toward the source gNB. The two markers should be associated to the DL MBS packets with the same content. The source gNB then finishes data forwarding according to the “end marker” it received, and includes one “end marker” for each data forwarding tunnel as it does for conventional unicast. After receiving the markers from both the source gNB and the core network, the target gNB gets aware of the differences between the PDCP counts assigned for the packets with the same content. The target gNB then provides necessary information toward the UE by sending a PDCP PDU over each kept DRB. Based on this information, the UE’s PDCP layer gets aware of the differences between the PDCP counts assigned for the packets with the same content, reassembles (including duplication elimination) the PDCP packets and delivers them toward the SDAP layer.
Editor’s note: Detail of all the user plane information delivered in Step 7 is FFS.
8.	The target gNB sends a UE Context Release message toward the source gNB.
Figure 16.x.5.y2.z3-2 depicts the signalling flow of Xn-based handover in which data loss is minimised, and the target gNB cannot recognise that the old PDU sessions are associated ones for MBS services by receiving the Handover Request message.


Figure 16.z.y2.x2.w3-2: Handover from a MBS-supporting gNB toward a non-MBS-supporting gNB with data loss minimised, and the target gNB cannot recognise that the old PDU sessions are associated ones for MBS services
0.	The UE is connected with the source gNB, and is receiving MBS packets through “5GC individual MBS traffic delivery method” (see in TS 23.501 [3]) with PDCP counts assigned by the source gNB. The target gNB may also be transmitting MBS packets, but with PDCP counts assigned by the target gNB.
1.	At some point of time, the source gNB decides to handover the UE toward the target gNB. It sends a Handover Request message toward the target gNB, which includes the current configuration of DRBs used to deliver MBS packets, and proposals for per-DRB data forwarding.
2.	The target gNB continues to use the source QoS-to-DRB mapping for the MBS services. It accepts the per-RB data forwarding proposals, allocates per-UE per-RB tunnels for data forwarding, and replies with a Handover Request Acknowledge message, with a RRCReconfiguration message included (packed in the HandoverCommand message) which further implies to continue to use the DRBs for MBS service delivery.
3.	The source gNB receives the Handover Request Acknowledge message and then sends it toward the UE.
4.	The source gNB sends a SN Status Transfer message toward the target gNB, informing the PDCP count for every DRB. The source gNB then starts to forward user data for the MBS services, with PDCP counts allocated by the source gNB.
5.	The UE accesses with the target gNB and sends the RRCReconfigurationComplete message. The target gNB starts to deliver the forwarded packets toward the UE by the kept DRBs.
6.	The target gNB sends a Path Switch Request message toward the core network which includes the context of the PDU session used for “5GC individual MBS traffic delivery method”. The core network recognise that the PDU session is used for “5GC individual MBS traffic delivery method”, and decides to switch to “5GC Shared MBS traffic delivery method” (see in TS 23.501 [3]) for this UE, and updates the UE context.
6a.	If needed, the core network contacts with the target gNB to establish the N3 tunnels. After a while, the target gNB start to transmit MBS packets with PDCP counts assigned by the target gNB.
Editor’s note: Detail on how to establish the N3 tunnels is FFS.
7.	The core network sends either a per-UE per-MBS-session “marker” through the NG-U by IP multicast, or a per-UE per-MBS-session “marker” sent to the target gNB as the “start marker”, and at the same time, sends an “end marker” per PDU session toward the source gNB. The two markers should be associated to the DL MBS packets with the same content. The source gNB then finishes data forwarding according to the “end marker” it received, and includes one “end marker” for each data forwarding tunnel as it does for conventional unicast. After receiving the markers from both the source gNB and the core network, the target gNB gets aware of the differences between the PDCP counts assigned for the packets with the same content.
Editor’s note: Detail of all the user plane information delivered in Step 7 is FFS.
8.	The target gNB sends a UE Context Release message toward the source gNB.
9.	The target gNB sends a RRCReconfiguration message toward the UE to establish the MRBs. Upon receiving this message, the UE is configured with the MRBs and thus can receive the data transmitted by the target gNB instantly. For any packet received through the MRBs, the UE’s PDCP layer decodes it as usual but keeps them in buffer and does not deliver it to the SDAP layer.
10.	The UE replies with a RRCReconfigurationComplete message. The target gNB then provides necessary information toward the UE by sending a PDCP PDU over each kept DRB. Based on this information, the UE’s PDCP layer gets aware of the differences between the PDCP counts assigned for the packets with the same content, reassembles (including duplication elimination) the PDCP packets and delivers them toward the SDAP layer.
Editor’s note: Detail of the user plane information delivered in Step 10 is FFS.

////////////////////////////////////////////////////////////////////////end////////////////////////////////////////////////////////////////////////
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