3GPP TSG-RAN WG3 #110-e
        R3-206004
2-12 November 2020

Online
Agenda item:
13.3.1 (Congestion Mitigation)
Source:
Samsung
Title:
Discussion on UP-based congestion mitigation in IAB
Document for:
Discussion & Decision
1 Introduction
In last RAN3, some agreements were achieved for UP-based congestion mitigation:

	UP-based and CP-based approaches for DL congestion mitigation in IAB networks are complementary.

In IAB DL end-to-end flow control, the access node sends feedback to the donor-CU-UP. 

Discuss the improvements to DDDS for IAB UP-based congestion mitigation (e.g. packet marking, highest PDCP SN received from parent node, receiving data rate, received data volume).

The measures taken by the donor-CU-CP based on the CP-based approach are up to implementation.

End-to-end UL flow control is deprioritized in Rel17.


For UP-based solution, some candidate solutions are listed for further discussion. In this contribution, we will analyze those solutions in details.  
2 Discussions
2.1 Root cause of the congestion
Before touching the detailed solutions, we need first to understand the root cause of the congestion. As shown in Fig. 1, for one IAB node, if the ingress data rate is larger than egress data rate, the congestion will be sooner or later occur, and the difference between these two data rates determines how fast the congestion occurs. Similarly, for a multiple-hop network, if the ingress data rate from the IAB donor CU is larger than the egress data rate from the accessing IAB node, the congestion will occur as well. Different from single-hop case, the multi-hop may be more tolerant to the mismatch between the ingress rate and egress rate since the intermediate nodes can buffer more data packets than single hop case. 
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Fig. 1 Root cause of congestion

Proposal 1: the congestion is resulted from the mismatch between the ingress data rate and egress data rate from the IAB donor CU-UP to accessing IAB node.
2.2 Purpose of congestion mitigation

The intention of congestion mitigation is to solve the congestion before such problem becomes serious (e.g., if packet dropping happens frequently, the congestion becomes serious). Thus, a desirable scheme should be able to identify: 1) the potential occurrence of congestion; and 2) the severity of the congestion. This two information can help the sending node perform the congestion mitigation strategy, e.g., slow down data transmission, change the transmission routing path, etc. However, only one of them may cause miss-use of congestion mitigation. For example, if gNB-CU only determines the potential congestion, the applied congestion mitigation  method may over-estimated the congestion situation; on the other hand, if gNB-CU determines the serious congestion  without identify the potential congestion, the applied congestion mitigation method may become an unnecessary one (for example, the egress rate is larger than egress rate of gNB-DU, while the number of on-the-fly packets is large. The congestion mitigation may not be required since the larger egress rate can reduce the number of on-the-fly packets). 
Proposal 2: the congestion mitigation scheme should be able to identify: 1) the potential occurrence of congestion; and 2) the severity of the congestion.   
2.3 Existing DDDS combating congestion of IAB network

To identify the potential occurrence of congestion at gNB-DU, the existing DDDS provides the desired data rate which is derived by considering the ingress data rate from the wireline network and egress data rate towards the UE. Specifically, the ingress data rate is the rate that the gNB-DU receives the packets from the wireline network, while the egress data rate is the rate that the gNB-DU sends packets over air interface. Since wireline network cannot be the bottleneck of the congestion, the egress data rate of gNB-DU may be the main factor determining the desired data rate.  The miss-match between these two rates indicate the potential occurrence of congestion. However, such miss-match does not mean the gNB-CU should slow down data rate to the egress data rate of gNB-DU immediately. When to slow down the data rate and how much should be slowed down are determined by the severity of the congestion. 
To identify the severity of the congestion, combining several information in DDDS can achieve this purpose. As shown in Fig. 2, the existing DDDS information can help gNB-CU deduce the on-the fly packets, which are not sent to the UE. If the volume of on-the-fly packets is large, the congestion becomes serious. Theoretically, the gNB-CU cannot differentiate whether the congestion occurs at the gNB-DU or wireline network. However, normally, the wireline has good performance (and the wireline network has its own method to detect the congestion, e.g., ECN bit in IP packet); thus, in legacy CU-DU split case, if the volume of on-the-fly packets is large, gNB-CU can deduce the serious congestion problem at gNB-DU. 
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Fig. 2 Existing DDDS for congestion mitigation
Proposal 3: To identify congestion at the gNB-DU side, the existing DDDS provides information can be used to detect: 1) the potential occurrence of congestion and 2) the severity of the congestion 
2.4 The missing part of existing DDDS on congestion mitigation in IAB
Following the above analysis, the existing DDDS should be able to identify the congestion at the IAB-DU of accessing IAB node. However, this may not be true due to the difference between legacy CU-DU and IAB: multiple IAB nodes exist between IAB donor DU and the accessing IAB node (Fig. 1) which are served by wireless link. In other words, we cannot assume that the network between accessing IAB node and the IAB donor CU-UP are in good performance. Thus, we identify some problem to the existing DDDS:
· The desired data rate cannot identify the potential congestion between IAB donor CU and accessing IAB node

Similar to the legacy case, the desired data rate should be determined by considering both egress rate and ingress rate of accessing IAB node, where the ingress rate is the rate from the parent node via wireless link. Fig. 3 gives two cases. In these two cases, the desired data rate is the same. However, the link with smaller rate is different. Apparently, only Case 2 results in the potential congestion between IAB donor CU-UP and accessing IAB node, while case 1 causes the potential congestion at accessing IAB node. 
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Fig. 3  Problem of existing desired data rate in DDDS

· The other information in the DDDS cannot reflect the severity of the congestion
As indicated above, the other information can determine the volume of on-the-fly packets. However, due to the multi-hop, the IAB donor CU-UP cannot determine the distribution over all the intermediate nodes. Fig. 4 gives two different case showing different severity of congestion. From the figure, we can notice that Case 2 has more serious congestion problem since most of on-the-fly packets are buffered at one node, i.e., the donor DU side. 
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Fig. 4 uncertainty of severity of congestion in IAB network

Proposal 4: in IAB network, the existing DDDS cannot identify 1) the potential occurrence of congestion and 2) the severity of the congestion, between accessing IAB node and IAB donor CU-UP.  
2.5 Candidate information for congestion mitigation in IAB

· Received data volume and Received data rate
These two information reflects the receiving status between two DDDSes. The received data rate reflects the ingress data rate of accessing IAB node. By this information, the IAB donor CU-UP can determine whether there is a miss-match between the sending rate of IAB donor CU-UP and the ingress rate of accessing IAB node or not. This can determine whether there is a potential congestion between IAB donor CU-UP and accessing IAB node. The received data volume has the similar purpose of the received data since this information can help to deduce the rate. Meanwhile, this information can help to deduce the rest of on-the-fly packets between IAB donor CU-UP and accessing IAB node. 
Observation 1: the Received data volume and Received data rate can be used to identify the potential congestion.  

· Packet marking

This scheme marks the packets with large buffer delay or encounter the congestion at the IAB node. Thus, the reported volume of marked packet can reflect the number of packets undergoing large latency over the intermediate node. Thus, the large number of marked packets represents the serious congestion for the on-the-fly packets over the intermediate nodes. However, this does not mean the congestion mitigation strategy is needed at the IAB donor CU-UP side. For example, as shown in Fig. 5, the ingress rate of accessing IAB node becomes 20Mbps, which is much larger than sending rate of IAB donor CU-UP. In this case, although plenty of packets with large delay at the IAB node 1, the congestion at IAB node 1 can be resolved naturally without any congestion mitigation scheme. 
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Fig. 5 The serious congestion for on-the-fly packets may not cause congestion mitigation
Observation 2: the packet marking can be used to identify the severity of congestion for the on-the-fly packets.  
To implement packet marking scheme, some issues need further considerations: 
· The criteria of marking a packet: company mentioned to set a delay threshold. However, how to set threshold is an issue. Meanwhile, the threshold setting may cause the IoT issue, which needs to be solved as well. 

· How to identify the distribution of the marked packets among intermediate nodes
Proposal 5: the received data volume and received data rate can be considered as the enhancement to DDDS for congestion mitigation; 

Proposal 6: the packet marking can be considered as the enhancement to DDDS for congestion mitigation, and the following issue can be further discussed in stage 3: 
· Criteria of marking a packet 

· How to identify the distribution of the marked packets among intermediate nodes
2.6 Other issues
· Issue 1: receiving status with differentiation of routing path
In IAB network, if the IAB node is connected to a single IAB donor DU, and multiple paths toward such IAB node exist, the data packets of one UE DRB may be transmitted to the IAB node via multiple routing paths. Thus, there is possibility that one routing path has potential congestion problem, while another path does not have. To differentiate routing path, the DDDS for one UE DRB can be reported per routing path so that the IAB donor CU-UP can perform the flow control per routing path. Meanwhile, such per-path flow control can help the IAB donor CU select the routing path. 

Proposal 7: the DDDS can include the receiving status information per routing path.
· Issue 2:  the triggering of receiving status information reporting
The receiving status information is fed back per UE DRB. If the reporting is completely determined by the IAB node, signalling overload would become a problem for IAB network. Thus, some triggering condition can be set appropriately. The following options can be considered:

· Period reporting: IAB donor CU can configure a reporting period to the IAB node per UE DRB

· Polling: IAB donor CU can send polling to IAB node

· Triggering event: the IAB donor CU can set some triggering threshold to the IAB node depending on the selected solution, e.g., threshold of receiving volume, threshold of receiving data rate, threshold of volume of marked bytes

Proposal 8: the triggering condition of receiving status information reporting can be selected from 1) period reporting, 2) polling, and 3) triggering event. 
3 Conclusions
In this contribution, we discuss the congestion mitigation via E2E flow control, and propose:
Proposal 1: the congestion is resulted from the mismatch between the ingress data rate and egress data rate from the IAB donor CU-UP to accessing IAB node.
Proposal 2: the congestion mitigation scheme should be able to identify: 1) the potential occurrence of congestion; and 2) the severity of the congestion.   
Proposal 3: To identify congestion at the gNB-DU side, the existing DDDS provides information can be used to detect: 1) the potential occurrence of congestion and 2) the severity of the congestion 
Proposal 4: in IAB network, the existing DDDS cannot identify 1) the potential occurrence of congestion and 2) the severity of the congestion, between accessing IAB node and IAB donor CU-UP.  
Proposal 5: the received data volume and received data rate can be considered as the enhancement to DDDS for congestion mitigation; 

Proposal 6: the packet marking can be considered as the enhancement to DDDS for congestion mitigation, and the following issue can be further discussed in stage 3: 

· Criteria of marking a packet 

· How to identify the distribution of the marked packets among intermediate nodes
Proposal 7: the DDDS can include the receiving status information per routing path.
Proposal 8: the triggering condition of receiving status information reporting can be selected from 1) period reporting, 2) polling, and 3) triggering event. 
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