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Introduction
RAN2#107 sent an LS to RAN3 on flow control in IAB with the following description and actions [1]:
	1. Overall Description:

At the ongoing meeting (RAN2#107), RAN2 have discussed the outcome of e-mail discussion [106#44][IAB]  on Flow control, and made the following agreements:

· The UL end-to-end flow control is not supported in IAB network
· The DL hop-by-hop flow control is supported in IAB network. 
· One hop DL flow control feedback is considered for DL hop-by-hop flow control, i.e. congested IAB node feedback flow control info to its parent IAB node.
· DL One-hop flow control feedback should include the IAB node buffer load (details FFS) and flow control granularity info. FFS other information. 

· Per BH RLC channel based flow control feedback can be considered as baseline. FFS on the necessity of other flow control granularity
· BAP layer supports the DL hop-by-hop flow control and flow control feedback function
· It is FFS how to trigger the the DL hop-by-hop flow control in IAB network
The above focuses on DL hop-by-hop flow control since this is within RAN2’s remit. RAN2 would like to inform RAN3 that, in the course of RAN2’s discussions on flow control in IAB, several solutions were additionally discussed for what was broadly termed DL end-to-end flow control, potentially impacting F1 interface. More specifically, the following solutions were discussed in RAN2 to:

· Enhance existing F1-U flow control through changes to NR UP DDDS, by reporting additional information from the access node to the CU; and

· Modify F1 flow control by sending feedback to the CU (CU-UP and/or CU-CP) from intermediate nodes (where congestion is occurring)

2. Actions:

RAN2 has agreed to support DL hop-by-hop flow control. RAN2 would also like to inform RAN3 our intention to address end-to-end solutions for DL flow control. As the detailed solutions comprising changes to F1 are within RAN3 scope, RAN2 kindly asks RAN3 to take above into account, discuss feasibility of these and any other options as RAN3 deems fit, and feedback to RAN2 if further actions are needed on our part to realize any RAN3-agreed solutions.


RAN2#105bis further agreed on flow control [2]:
	Flow control is supported in both upstream and downstream directions in order to avoid congestion-related packet drops on IAB-nodes and IAB-donor DU. 

· In upstream direction, UL scheduling is considered baseline for hop-by-hop flow control. End-to-end flow control is FFS. 

· In downstream direction, the NR UP protocol is considered baseline for end-to-end flow control. Hop-by-hop flow control is FFS.


This paper aims to provide clarification on RAN2’s flow control discussion. 
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Discussion
RAN2 discussed DL flow control in the IAB network with the focus on mitigation of backhaul congestion. The following types of feedback signalling mechanisms were considered to support DL flow control: 

1. F1-U termination point reports data loss, e.g., such as holes in SN space, to the CU-UP (e.g. DDDS).
· The feedback signalling does not reveal the congestion point, i.e. where the data were lost on the backhaul.
· The feedback signalling is indirect, i.e. relies on packets to arrive after the congestion-related congestion drops.

· The feedback signalling has to travel multiple hops, which adds latency to the feedback.

2. The congested IAB-node reports buffer-load conditions to the IAB-donor CU
· This is considered end-to-end flow control feedback.

· It has the advantage that the feedback signalling reveals the congestion point.

· In case the IAB-donor CU is split into CU-CP and, potentially, multiple CU-UPs, the IAB-node may not have a RNL interface or even a security association with the CU-UP that causes the congestion, so it cannot report the congestion.
· The IAB-node may not know the bearers that caused the congestion since the F1-U layer may be security-protected.
3. The congested IAB-node reports buffer-load conditions to its parent node

· This is considered hop-by-hop feedback since the parent reports its own buffer-load condition to the grand parent. Hop-by-hop feedback is signalled on L2 (BAP layer).

· Hop-by-hop feedback on backhaul congestion may cause throughput throttling on the parent and grand-parent node, and it therefore moves the congestion point further up toward the IAB-donor DU. The IAB-donor DU has no mean to signal congestion conditions further up to the CU-UP as discussed under bullet 2.
· RAN2 presently plans to pursue hop-by-hop feedback to alleviate short-term, local congestion conditions.
It would be desirable to have feedback signalling from the backhaul congestion point to the CU-UP would be desirable.

Observation 1: It would be desirable to have feedback signalling on buffer conditions from the backhaul congestion point to the CU-UP.  

It has been recognized that the congested IAB-node may not have a RNL connection to the CU-UP that causes the congestion, and it may not be able to report the UE-bearer(s) that contribute to the congestion.

Observation 2: The congested IAB-node may not have a RNL connection to the CU-UP that causes the congestion, and it may not be able to report the UE-bearer(s) that contribute to the congestion.
The congested IAB-node, however, could report congestion to the CU-CP. This would have the benefits that the CU-CP could take different types of congestion-alleviating measures such as: 
· Resource reconfiguration (presently discussed in RAN1), 
· Rerouting, or 
· Topology change. 
Observation 3: If the CU-CP was informed about congestion on the data plane, it could initiate congestion-alleviating measures such as resource reconfiguration, rerouting or topology change.
However, care has to be taken that congestion reporting does not overload on the signalling plane.
Observation 4: Congestion reporting to the CU-CP should not overload the signalling plane.
Proposal: RAN3 should discuss reporting of backhaul load/congestion conditions to the CU-CP. 
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Conclusion
This paper provided further discussion on feedback signalling for flow control on the IAB network. The following observations and proposals have been made:  

Observation 1: It would be desirable to have feedback signalling on buffer conditions from the backhaul congestion point to the CU-UP.  

Observation 2: The congested IAB-node may not have a RNL connection to the CU-UP that causes the congestion, and it may not be able to report the UE-bearer(s) that contribute to the congestion.
Observation 3: If the CU-CP was informed about congestion on the data plane, it could intiate congestion-alleviating measures such as resource reconfiguration, rerouting or topology change.
Observation 4: Congestion reporting to the CU-CP should not overload the signalling plane.
Proposal: RAN3 should discuss reporting of backhaul load/congestion conditions to the CU-CP. 
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