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1 Introduction
Based on the discussion in RAN2 meeting #104, many operators asserted that “The IAB architecture should be aligned with the current operators’ network management/maintenance philosophy, using IP based tools…IAB nodes should be visible from the management nodes which are located outside of the IAB architecture….” [1], and we deduce that the mentioned IP based tools for network management is target at the DU part of IAB node, thus the “IP termination at access IAB node” requires that an IP address should be allocated to the DU part of an IAB node, in order to align with the operators requirement and network management philosophy.
In the RAN3 meeting #103bis, it has been agreed that “DU IP address needs to be different from MT IP address” and “DU IP address needs to be routable” [2].Three candidate solutions are proposed for the IP address allocation for the DU of IAB node, i.e. assigned by the donor DU, assigned by the donor CU, assigned via the OAM.
In this contribution, we are going to discuss IP address management for IAB node for further progress. 
2 [bookmark: OLE_LINK16][bookmark: OLE_LINK17]Discussion
IP address management for IAB-MT
[bookmark: OLE_LINK19]For the MT part of the IAB node, which can be treated as a normal UE during IAB node start up, it will be allocated with an IP address to establish an IP based PDU session towards the IAB node’s UPF. This IP address for MT part should be allocated by core network nodes (e.g. SMF in 5GC for IAB, or PGW in EPC) when the MT attaches to the network (i.e. during IAB node integration to the network). 
IP address management for IAB-DU
For the DU part of IAB node, we will discuss three options for IP address allocation in the following:
1. [bookmark: OLE_LINK18]Option 1. IP address of the IAB node DU is assigned by the IAB donor DU using DHCP (Donor-DU/DHCP based solution.
· Specification impact of supporting option 1
Option 1 requires that the IAB donor DU works as a DHCP proxy or the DHCP server, which will increase the complexity of the IAB donor DU. Besides that, for option 1, a key problem is how to enable the DHCP message (e.g. DHCP discover, DHCP offer, DHCP request, DHCP ACK) to be forwarded between the IAB node and the IAB-donor-DU with suitable QoS guarantee. RAN2 should specify how to enable the DHCP message routing and bearer mapping. May be some specific routing entry and bearer mapping rule needs to be configured and some special BH RLC channel to carry the DHCP message is necessary, since the DHCP message may use IP broadcast or new allocated IP address as destination IP address, which is notably different from the normal CP and UP traffic. DHCP also requires the client to provide its hardware address (i.e. MAC address) in the DHCP Discover/Request message. However, the IAB node does not have a MAC address, and this problem may result in some modification to the DHCP message, which is out the scope of 3GPP.
Observation 1: The donor-DU/DHCP based solution requires that RAN2 specify routing and bearer mapping for DHCP message transmission across wireless BH links.
· Impact of IP address change due to topology change
In addition, considering that the IAB network may change topology, and IAB node can connect to a different IAB donor DU after the topology change. Thus the IAB node should obtain a new IP address from the new IAB donor DU after topology change. This will result in a long interruption time of the transmitted traffic since the IP update will cause a new TNL connection procedure, as well as the update of F1 interface. It is very possible that IP address reassignment will cause F1-AP re-establishment (e.g. F1 Reset or F1 Setup procedure), in which all the F1AP UE-related contexts and signalling connections are released, and any existing application level configuration data may be erased. And then all the descendent IAB nodes and corresponding UEs will be subject to failure. 
To avoid such long term interruption, the gNB DU configuration update and/or gNB CU configuration update procedure may be used to add new TNL association with new IP address for new IAB node, and remove the TNL association with old IP address. However, such operation may cause problem for removing the old TNL association, since the SCTP shut down for the old SCTP association need to be transmitted via the old route, which is not available after the IAB node switches to the route via new parent node and new IAB donor DU. Using dual connectivity based solution (i.e. require IAB node maintaining redundancy route via a different IAB donor DU) may avoid such problem, but the available scenario of such DC based solution is still limited. For example, it may only suit for some intra-CU handover cases which is controlled by the network, but cannot be applied to other topology changing cases, e.g. the IAB node suffers BH RLF and select another parent node connects to a new IAB donor DU, inter-CU handover case which can be deprioritized in release 16 discussion, etc.
· Multiple IP addresses for multi-connection scenario
As mentioned in previous analysis, if the IAB node supports multi-connectivity in BH link, an IAB node can connect to the IAB donor CU via two different parent nodes. The two different parent node may connect to the IAB donor CU via more than one IAB donor DU. In such case, the IAB node may need to obtain two different IP addresses for routing via the two different IAB-donor DUs. Otherwise, it should be studied about how to enable the IP address allocated by one IAB donor DU being routable via another IAB donor DU. As shown in Figure 1, it is worth noting that even if an IAB node obtains two different IP addresses in multi-connectivity case, only one BAP address is needed for this IAB node to be routable across wireless BH links. The IAB donor CU may provide mapping between IP address 1 to the BAP address of IAB node to IAB donor DU 1, and provide mapping between IP address 2 to the BAP address of IAB node to IAB donor DU 2.  Such multiple IP addresses case is same for the following two IP address management options (option 2 and option 3) also.  


Figure 1. IAB node obtain two IP addresses, mapped to a same BAP address.
Proposal 1: IAB node can obtain different IP addresses if connects to the IAB donor CU via different IAB donor DUs, but only one BAP address is necessary to be allocated to this IAB node.
2. Option 2. IP address of the IAB node DU is assigned by the IAB donor CU (Donor-CU based solution).
· Specification impact of supporting option 2
In this option, the IAB donor CU can maintain a pool of the IP addresses for all the connected IAB nodes. After the MT part connects to the IAB donor CU, the IAB donor CU can allocate a suitable IP address to this IAB node after the IAB donor CU knows that the connected node is an IAB node rather than a normal UE. The IAB donor CU can include the assigned IP address in some DL RRC message to the MT part of the IAB node. Obviously, this solution is simpler than option 1. The only RAN2 impact is how to enable the RRC message to carry the allocated IP address to the IAB node. No additional works are necessary, since RRC message transfer is supported between the IAB-MT and the IAB donor CU, and the DHCP related 4 steps communication can be avoided also. 
Observation 2:  For CU based solution, the IAB donor CU can use RRC message to allocate an IP address to the IAB node. This option is simper and has less RAN2 impacts than the donor-DU/DHCP based solution.
In addition, it is worth noting that the assigned IP address may relate to the IAB donor DU via which the IAB node connects to the IAB donor CU.  It means that the IAB donor CU should be aware of which IAB donor DU the IAB node connected to, before the IAB donor CU allocate IP address for this IAB node. This is easy to be achieved, since the IAB donor CU knows the whole topology of the IAB network. For example, IAB node connects to the network via a parent node, and the IAB donor CU know the parent node connects to which IAB donor DU, then the IAB donor CU can know the IAB node connects via same IAB donor DU. 
When the IAB node topology changes, the risk of long term traffic interruption of all descendent IAB nodes and served UEs due to the IP address reassignment also exists. This part is similar to option 1.
3. Option 3. IAB node obtain IP address from the OAM configuration (OAM based solution).
· Specification impact of supporting option 2
In this option, the IAB node should connect to the OAM before it can obtain an IP address for its DU part. Thus the IAB node needs to support OAM connectivity via establishing a PDU session/PDN connection for its MT part, and download some essential DU related configuration (including the IP address for the DU part of the IAB node) from the OAM. After that, the DU part can connect to the OAM through BH IP routing directly, just like a normal gNB-DU. 
This option requires that the OAM be aware of the IAB donor (the IAB donor CU, and/or the IAB donor DU) via which the IAB node is connected. In fact, OAM also need information about the IAB donor (at least the IAB donor CU) when configuring the cell ID/configurations for the IAB node, thus the only extra work is necessary to enable the notification of the IAB donor DU information to the OAM. 
Considering that when the IAB node topology changes, option 3 also has IP address reassignment issue. This part can refer to the analysis in option 1.
Observation 3: OAM based solution needs additional work (e.g. providing donor DU information) to enable IP routable via the donor-DU.
Based on the above analysis, option 2 and option 3 has less standardization impact when compared to option 1, and we suggest RAN3 to do down selection between the two options.
Proposal 2: RAN3 selects the IP address allocation for IAB node DU from the CU based solution and the OAM based solution.
About the IP address change when IAB topology changes, we have the following observations and proposals, based on the above analysis.
Observation 4: For all three solutions, changing IAB donor DU requires IP address reassignment, and it will cause F1-AP re-establishment (e.g. F1 Reset or F1 Setup procedure), which may result in the failure of all the IAB nodes and its descendent IAB nodes and accessed UEs.
Observation 5: Using gNB DU/CU configuration update procedure may avoid the long term interruption due to F1-AP re-establishment, but only suitable for some limited scenarios.
Proposal 3: How to solve IP address reassignment issue should seriously consider the topology update scenario, and potential enhancement for supporting mobile IAB in future.
IAB donor-CU IP address notification
In order to initialize the TNL setup of F1 interface, the IAB-DU needs to know the IP address of the IAB donor-CU. As in the normal CU-DU case, the Donor-CU IP address can be pre-configured in the IAB-DU, which has no impact on standard. Another straightforward way is that the Donor-CU sends its IP address via RRC signalling to the IAB-MT and the IAB-MT forwards the IP address to the IAB-DU. In order to avoid the complexity of pre-configuration, it is better to allow the IAB donor-CU to send its IP address to the IAB-node by signalling. Small amount of RAN2 impacts will be involved.
Proposal 4: The IAB donor-CU sends its IP address to the IAB-node by RRC signalling, with only small RAN2 impacts.
3 Conclusion
[bookmark: OLE_LINK95][bookmark: OLE_LINK96]This paper mainly discusses the management of IAB node’s IP address, three candidate solutions are analysed and compared, and then we draw the following observations and proposals:
Observation 1: The donor-DU/DHCP based solution requires that RAN2 specify routing and bearer mapping for DHCP message transmission across wireless BH links.
Observation 2:  For CU based solution, the IAB donor CU can use RRC message to allocate an IP address to the IAB node. This option is simper and has less RAN2 impacts than the donor-DU/DHCP based solution.
Observation 3: OAM based solution needs additional work (e.g. providing donor DU information) to enable IP routable via the donor-DU.
Observation 4: For all three solutions, changing IAB donor DU requires IP address reassignment, and it will cause F1-AP re-establishment (e.g. F1 Reset or F1 Setup procedure), which may result in the failure of all the IAB nodes and its descendent IAB nodes and accessed UEs.
Observation 5: Using gNB DU/CU configuration update procedure may avoid the long term interruption due to F1-AP re-establishment, but only suitable for some limited scenarios.
Proposal 1: IAB node can obtain different IP addresses if connects to the IAB donor CU via different IAB donor DUs, but only one BAP address is necessary to be allocated to this IAB node.
Proposal 2: RAN3 selects the IP address allocation for IAB node DU from the CU based solution and the OAM based solution.
Proposal 3: How to solve IP address reassignment issue should seriously consider the topology update scenario, and potential enhancement for supporting mobile IAB in future.
Proposal 4: The IAB donor-CU sends its IP address to the IAB-node by RRC signalling, with only small RAN2 impacts.
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