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Introduction

During last RAN3 meeting, there were some discussion on the PLMN specific info in Served Cell Information/Neighbour Information for RAN sharing scenario. One remaining issue is that whether the common interface solution have impact on the network logical architecture. In this contribution, we further provide our understanding on this issue. 
Discussion
Common interface V.S. network architecture
According to the progress of recent RAN plenary meeting, RAN3 will support both the per-PLMN interface solution and the common interface solution for the RAN sharing in R-15. One remaining issue is whether the common interface solution has impact on the network logical architecture. 

Based on the description of related contribution from last meeting, the understanding for the concept of logical node are different.  One typical view regarding this issue is captured in [1] as follows:

In the multiple Cell-ID configuration scenario, the different sets of PLMNs sharing the same Cell-ID/TAC constitute a logical EPS/5GS on their own, not only separating the EPC/5GC but also E-UTRAN/NG-RAN.

According to our understanding, the key point of this view is that one logical entity includes both the Core network side component and the corresponding NG-RAN side component, which is different from the common understanding for logical entity/NG-RAN node. From the definition of  NG-RAN node in [2], a NG-RAN node is either:

-
a gNB, providing NR user plane and control plane protocol terminations towards the UE; or

-
an ng-eNB, providing E-UTRA user plane and control plane protocol terminations towards the UE.
Based on the definition, the concept for NG-RAN node is not related to the Core network. Our understanding is that one physical entity could be shared by multiple PLMNs, which indicates that one physical entity exhibits different logical nodes and thus could be assigned with different logical node IDs. Even the logical entity IDs are different from each other, these logical entities still belongs to one NG-RAN node.

The viewpoint mentioned in [1] separate the the NG-RAN node based on the different PLMNs that are sharing the low layer resources of the same physical entity, which seems misaligned with the common understanding. Thus we believe that the common interface solution has no impact on the network logical architecture.
Proposal 1: the common interface solution has no impact on the network logical architecture.

Inter-PLMN RRC Resume/Reestablishment Scenario

Currently the X2/Xn interface is per-PLMN specific. For inter-PLMN RRC Resume/Reestablishment, when there is RRC Resume/Re-establishment request coming to a new base station, how this new base station would select a proper X2/Xn interface without any PLMN specific info is a remaining issue. For PLMN specific X2/Xn interface, there should be independent logical X2/Xn interfaces for each operators if the cell is shared by multiple PLMNs. For the Retrieve UE context signaling, this procedure should be initiated on all the X2/Xn interfaces. In this case such signaling need to be done simultaneously on all the interfaces in order to to avoid timeout. It seems that this solution makes operation and maintenance complicated. Considering an extreme scenario, if the Cell is shared by plenty of operators, signaling storm could happen which may have serious impact for the network. 
From our perspective, the PLMN specific interface can still work if some implementation based enhancement is introduced. For example, if the base stations are configured to share the PLMN information for the same PCI by implementation, i.e., the base station are able to read all the Cell IDs and associating PLMN IDs for a same PCI in a list as shown in Fig.1, then the base station who receives the RETRIEVE UE CONTEXT REQUEST message from one PLMN sepecific Xn/X2 interface will be regarded valid for all PLMNs thus only needs to initiate one Retrieve UE context procedure based on the received PCI. In this case, RAN3 could consider the possibility of PLMN specific interface solution by introducing implementation based enhancement. However, it will bring additional overhead to OAM system. And this solution need some stage2 clarification text to state that each logical base station should be allowed to read all the Cell IDs and associating PLMN IDs for a same PCI in a list. The corresponding CRs can be found in [3] and [4].
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Fig.1 Multiple Operators sharing the PLMN info for the same PCI

Proposal 2: The per-PLMN interface solution can still work if some implementation based enhancement is introduced. Some stage2 clarification text is needed.

Conclusion
The following proposal is provided:

Proposal 1: the common interface solution has no impact on the network logical architecture.

Proposal 2: The per-PLMN interface solution can still work if some implementation based enhancement is introduced. Some stage2 clarification text is needed.
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