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1   Introduction
In RAN2#97bis meeting, RAN2 discussed the QoS architecture for NR DC and reached the following agreements. 
	Agreements

1. NR/NR DC should support that different QoS flows of the same PDU session can be mapped to MgNB and SgNB.

2. In the case of NR/NR DC where different QoS flows of the same PDU session are mapped to MgNB and SgNB then there is one SDAP entity in the MgNB and one in SgNB for that PDU session.

RAN2 understand that support of this behaviour is still under discussion on SA2.


And an LS was sent to SA2 and RAN3 saying that this scenario was allowed from RAN2 perspective [1]. In this document, we would like to discuss further aspects on the QoS support for NR DC based on the above agreements. 
2   Discussion
2.1   QoS flow switch decision
As agreed above, different QoS flows of the same PDU session can be mapped to MgNB and SgNB. Then a follow-up question is which node should have the responsibility to determine which QoS flows are routed via MgNB while which QoS flows are routed via SgNB. In LTE DC, it is the MeNB that determines which E-RAB is moved to the SeNB. Although there is no E-RAB concept anymore in NR, we don’t see any motivation to change that principle. Hence it makes sense it is the master node which makes this decision.

Proposal 1: For the PDU session mapped to both the MgNB and the SgNB, it is up to the MgNB to determine which QoS flows are transferred through itself and which are transferred through the SgNB.
In LTE DC, to transfer a specific E-RAB via the SeNB, the MeNB can either request the direct establishment of an SCG bearer, i.e., without first having to establish an MCG bearer, or request the MCG bearer to SCG bearer change. In NR DC, to transfer a QoS flow through the SgNB, similar to LTE, both cases should be allowed as follows.
· New QoS flows in case of the QoS flow establishment request is received;

· Ongoing QoS flows for which to be relocated from the MgNB to the SgNB.

Proposal 2: Both new QoS flows and ongoing QoS flows could be determined by the MgNB to be transferred by the SgNB. 
2.2   Offloading granularity and Lossless operation
It was agreed that “Lossless HO”, i.e. lossless, in sequence without duplication to upper layers should be supported during the handover procedure. Similarly, the “lossless” operation should be supported for the QoS flow offloading as well.
Proposal 3: The lossless operation, i.e. lossless, in sequence without duplication to upper layers should be supported during the QoS flow switching procedure. 
Generally there are two offloading granularities for QoS flow offloading as follows.
· DRB level offloading

The offloading granularity is per DRB. All QoS flows in the MCG bearer are to be transferred by the SgNB. Since the whole DRB is offloaded from the MgNB to the SgNB, this is similar to the handover case. So, in order to ensure the lossless operation for the DRB level offloading, the baseline solution should be that the SgNB uses the same DRB configuration and QoS flow to DRB mapping as the MgNB.
Proposal 4: DRB level offloading from the MgNB to the SgNB or vice versa should be supported.
· QoS flow level offloading
The offloading granularity is per QoS flow. That is, some QoS flows mapped to one MCG bearer are to be transferred by the SgNB while some are still transferred by the MgNB. Compared with DRB level offloading, it holds finer granularity and gives the MgNB full flexibility for data offloading. When the QoS flow level offloading is supported, then naturally the DRB level is supported as well. It makes sense that QoS flow level offloading is supported from MgNB to SgNB or vice versa. 
Proposal 5: QoS flow level offloading from the MgNB to the SgNB or vice versa should be supported, which has finer granularity than DRB level offloading. 

If an individual QoS flow is offloaded to the SgNB, it anyway needs to be carried by an SCG DRB that is different from the original MCG DRB. The SCG DRB to be used could either be a new established DRB (as shown in Figure 1) or an already existed DRB (as shown in Figure 2) in the SgNB. During the switching period, the data that has been assigned PDCP SN but the transmission has not been acknowledged by the receiver, can only be transmitted via the original MCG DRB, while the fresh data can be transmitted via SCG DRB. Since it can’t be guaranteed that the data assigned PDCP SN arrive earlier than fresh data and there is no common reordering function above the PDCP entity, then the out of order delivery to upper layer may occur at the receiver side. The essence of the issue is the same as what we discussed in [2], so it can be discussed after the intra-cell QoS flow remapping being concluded.
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Figure 1 QoS flow switch from a MCG DRB to a new SCG DRB
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Figure 2 QoS flow switch from a MCG DRB to an existing SCG DRB
2.3   DRB establishment and QoS flow to DRB mapping configuration at SgNB 
For DRB level offloading, as discussed in section 2.2, to guarantee the lossless operation during the QoS switching period, the SgNB using the same DRB configuration and QoS flow to DRB mapping configured by the MgNB should be supported. For the QoS flow level offloading, to have the consistent behaviour as the DRB level offloading, the MgNB can determine the SCG DRB that the QoS flow should be mapped to and notify this mapping to the SgNB. Then during the QoS flow switching period, the SgNB follows the MgNB’s decision. Whether the QoS flow remapping during the switching period should also be supported can be discussed after the intra cell QoS flow remapping being concluded.

Proposal 6: For both DRB level and QoS flow level offloading, as baseline to ensure the lossless offloading, the SgNB reuses the same DRB configuration and QoS flow to DRB mapping as the MgNB during the switching procedure.
After the QoS flow switching is completed, the SgNB should have the flexibility to do the remapping of the QoS flows to the DRB based on its RRM policy and network status, and if necessary to establish the new DRB or release the DRB. We don’t see any showstopper for that. Actually that would be the intra-cell QoS flow remapping. As we discussed in [2], although there may be out-of-order delivery issue, it could be addressed by the solutions proposed in the contribution.

Proposal 7: The SgNB is allowed to perform the QoS flow to the DRB remapping after the switching procedure.
3   Conclusion
In this document, we discussed some further aspects on the QoS support for NR DC, and have the following observations and proposals.
Proposal 1: For the PDU session mapped to both the MgNB and the SgNB, it is up to the MgNB to determine which QoS flows are transferred through itself and which are transferred through the SgNB.
Proposal 2: Both new QoS flows and ongoing QoS flows could be determined by the MgNB to be transferred by the SgNB.
Proposal 3: The lossless operation, i.e. lossless, in sequence without duplication to upper layers should be supported during the QoS flow switching procedure.
Proposal 4: DRB level offloading from the MgNB to the SgNB or vice versa should be supported
Proposal 5: QoS flow level offloading from the MgNB to the SgNB or vice versa should be supported, which has finer granularity than DRB level offloading.
Proposal 6: For both DRB level and QoS flow level offloading, as baseline to ensure the lossless offloading, the SgNB reuses the same DRB configuration and QoS flow to DRB mapping as the MgNB during the switching procedure.
Proposal 7: The SgNB is allowed to perform the QoS flow to the DRB remapping after the switching procedure.
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